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1st Editorial Decision 05 September 2016 

Dear Mr Karin,  
 
Thank you again for submitting your work to Molecular Systems Biology. We have now heard back 
from the three referees who agreed to evaluate your manuscript. As you will see from the reports 
below, the referees find the topic of your study of potential interest. They raise, however, several 
points that we would ask you to address convincingly in a revision of this work.  
 
The reviewers and the editor appreciate the novelty of the concept proposed in this theoretical study 
and the resulting insights into mechanisms of homeostasis. The reviewers point however to several 
aspects that deserve further clarification and modifications. One of the important points in the 
reports below is to clarify the potential relationship or impact of a failure in 'dynamical 
compensation' (this nomenclature seems actually appropriate to us) and loss of homeostasis inn 
disease such as diabetes. Another important point is to make a clear distinction between speculative 
statements, which can nevertheless be interesting, from claims that are supported by (existing) data. 
Please note that we have also circulated the reports to each referees for cross-commenting. We 
received feedback from referee #1 that we include below ('cross-commenting remarks').  
 
--------------------------------------------------------  
 
REFEREE REPORTS 
 
Reviewer #1:  
 
Summary  
 
This paper presents an interesting new viewpoint on how biological systems maintain homeostasis. 
The novel aspect is the proposal of a class of mechanisms that preserve the temporal characteristics 
of, say, the response to a pulsed challenge, not just the steady state. They show that standard integral 
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feedback models preserve the latter but not the former, which they term dynamic compensation 
(DC).  
 
The main application is to glucose homeostasis, and the authors show that an existing class of 
models developed with that specific application in mind satisfy DC. They also describe more briefly 
other endocrine systems that have this property, supporting the idea that this is a general principle. 
Each of these systems responds to short-term fluctuations in the environment by negative feedback 
and additionally can adapt to chronic failure to meet the target by expanding the mass of endocrine 
tissue involved.  
 
General Remarks  
 
The work represents a conceptual advance in our understanding of homeostasis, which is not 
completely characterized by the existence of negative feedback. Although the other models of 
glucose-insulin homeostasis cited exhibit DC, this feature has not previously been identified 
properly or discussed, nor has the general principle shared with other endocrine systems been 
appreciated. This work should be of interest to theorists but also anyone who recognizes the 
remarkable robustness of homeostatic systems.  
 
Major Points  
 
l 250: "a circuit with DC is not robust to all parameters": This is a hint that homeostatic failure, 
leading to diseases such as diabetes, is possible even in systems with DC and would be an opportune 
place to comment briefly on a key difference between the proposed glucose-insulin model and 
previous models based on that of Topp et al. The authors' model exhibits DC with respect to insulin 
sensitivity (Si), whereas the Topp model can fail to maintain glucose homeostasis if Si decreases too 
greatly or too rapidly. This difference results from the choice of functions defining the growth and 
decay of beta-cell mass, which allows a unique steady state (Supplement, Materials and Methods, l 
184 - l 188; Supplementary Figure 2). Whereas the Topp model allows two steady states, one stable, 
corresponding to successful homeostasis, and one unstable, which acts as a threshold beyond which 
mass collapses to a degenerate steady state of 0 mass, common to both models. Because of this, the 
Topp model exhibits DC provided the stress on the system is not too great but fails if a tipping point 
is reached.  
 
Minor Points  
 
l 101: the result \hat(x)_st = u_0 assumes that u(t) is 0  
 
l 112: g has an extra argument, 0  
 
l 142: The beta-I-G model: this name has not been defined  
 
 
 
Cross-commenting remarks:  
 
I don't agree with Reviewer #2's insistence that the concept of dynamical compensation needs to be 
demonstrated with a more realistic or complex model. That would be tantamount to saying that 
Newton's law of gravity was not valid because it was based on observations of the oversimplified 
case of a falling apple instead of, say, the flight of a bird. This review is a classic case of "you didn't 
write the paper I would have written." It is reasonable to ask the authors to clarify how their new 
concept compares to other related ideas, such as fold detection, but it is not reasonable to ask them 
to set aside their findings until they complete a research program that could take years.  
 
Reviewer #3 is confused about the simulations in the paper. The authors have not allowed beta cell 
mass to change during the course of an OGTT; they have done what he suggests they should do. 
This is a minor point that the authors can address easily in their rebuttal.  
 
I do agree with the requests of both reviewers for more complete specification of the models used, 
parameters, etc. I stand by my recommendation that the paper can be made acceptable by minor 
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revisions.  
 
 
 
Reviewer #2:  
 
Review of the paper MSB-16-7216: "Dynamical compensation in physiological circuits"  
 
Summary  
The paper introduces the concept of Dynamical Compensation (DC), a seemingly novel property of 
some negative feedback loops involving an integral action (or what the authors call a slow 
feedback). In addition to the perfect adaptation property with respect to a given input stimulus, the 
dynamical compensation property ensures that, for some given input stimulus, the regulated variable 
will have the same response independently of the value of certain network parameters. It is a very 
strong property that can be understood as an invariance property with respect to some network 
parameters which is reminiscent of the fold-change detection property [1], an invariance property 
with respect to constant scaling of constant inputs. Numerical comparisons (on not necessarily 
physiologically realistic models) between different integral feedback strategies illustrate that this 
property is not ensured by every integral feedback motifs. A result stating simple sufficient 
conditions for a 3-node network (involving an integral feedback) to exhibit this property is also 
proved. Based on work reported in the literature, the authors show that a simple model of glucose 
homeostasis possesses such a property, and they exploit it to make predictions that seem to be 
validated by some existing experimental data. Finally, the authors extrapolate this result to a more 
complex glucose homeostasis system and to other physiological models (such as calcium 
regulation), this time with little supporting evidence.  
 
 
General remarks  
The paper is essentially of theoretical nature, as all the experimental data are taken from the existing 
literature in the field. Also, the paper makes strong claims that are not supported by any 
experimental data or experimental evidence. Nevertheless, the theoretical concept of dynamical 
compensation is very interesting and should have been investigated in more detail. Indeed, the 
results are very simple and lack generality, as they only apply to toy models. Also the connection 
with invariance should have been made clearer and studied in more detail using, for instance, similar 
ideas as in [1]. Indeed, even if fold-change detection is a different phenomenon, they are both 
invariance properties. In my opinion, the name "dynamical compensation" is not very suitable, as it 
does not properly describe the reported property. "Dynamical invariance" or "parametric invariance" 
seem more appropriate. In spite of this, this work nicely complements existing work pertaining to 
the integral control of reaction networks (such as [1]) which have clearly missed this property. 
Overall, I believe the paper makes a nice conceptual advance and may be publishable, but only after 
major revisions have been made.  
 
Major points  
1 One of the main concerns with this work is its lack of generality. First of all, the authors only 
consider 3-node topologies (as e.g. in [2]), which is quite restrictive. The first question that comes to 
mind is whether this property may hold for larger networks and, if so, how can we check it? Another 
limitation (which is also present in [2]) is that the input stimulus is only applied to one specific node, 
but what would happen if it were applied to another one? Technically, input stimuli may perturb the 
network at every possible node and reaction.  
 
2 The different illustrative toy models have been often badly chosen. Indeed, some of their states can 
go negative, which is not very realistic from a physiological viewpoint. For instance, on page 3, a 
much better model could have been used than the one considered. Indeed, the model  
 
y˙(t)= uo + u(t) − sx(t)y(t)  
x˙(t)= pZ(t) − x(t) (1) ˙  
Z(t)= Z(t)(y(t) − y0)  
 
would also have the DC property, would be simpler and would have its state confined to the 
nonnegative orthant. Additionally, the fact that the term pyZ has been changed to pZ makes the 
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model more interesting since x now represents the variable that will, in turn, activate the degradation 
of the controlled variable y. Note also that neither this model nor the original one does includes 
proportional-integral feedback. These models only involve an integral one since the dynamics of x 
cannot be considered as a proportional action. It is simply low-pass filtering of the integral action. 
The models given in Figure 1 should also be modified so that they become physiologically more 
relevant. Note that this modification is possible while still keeping the main point of the authors: that 
not all networks with integral feedback exhibit the DC property.  
 
3. Another point that needs to be addressed is the extent to which this property is robust. From a 
biological viewpoint, fragile functions or properties are not achievable. A discussion is necessary to 
explain how robust is the DC property. In other words, when a model is assume to satisfy the DC 
property, to what extent a perturbed version of that model also satisfies that property? For instance, 
if a degradation term in added to the integrator (for instance, the term −δZ where δ> 0), then the 
adaptation property as well as the DC property are lost. These properties are non-robust with respect 
to perturbations at the integrator level, which is not surprising. Robustness is also essential to 
consider in order capture the fact that biological systems are not isolated from each other but 
interfere in sometimes very strong ways. In the present case, the α-cells also act on the glucose 
concentration. In summary, the robustness of this property and that of the glucose regulation system 
should be addressed and properly discussed.  
 
4. Page 8. It is claimed in the main text that by adding a slow feedback in the model taken from 
Dalla Man et al., 2007, the model then exhibits DC. This should be clearly developed in the 
supplementary material. In the current version of the paper, nothing is explained or even proved. 
The model needs to be included for completeness, and the conditions of the main result should be 
applied to it in order to prove the DC property.  
 
5. The authors assume in the calcium regulation the presence of a slow feedback implementing an 
integral action where the functional mass of the parathyroid gland is modeled as M˙= M · h([Ca2+]). 
However, no evidence is given that this is indeed the case. The authors do not cite any experimental 
paper that supports such a model. Moreover, dynamical compensation does not seem to have been 
reported in the case of calcium homeostasis. Thus, this example seems quite contrived. One can 
always "fix" a model in order to have some desired properties, but this can only be considered as 
speculative.  
 
6. Regarding Section 5 of the SI, the glucose dynamics can go negative and this should be corrected. 
The model also needs better justification.  
 
7. All the figures in the supplementary material need additional explanations/interpretations in the 
text or in their legend. In particular, Figure 2a and Figure 4 need further explanations.  
 
8. In Figure 2, the experimental curves are averaged over several individuals, a procedure that both 
eliminates the randomness in the trajectories and the fact that these trajectories can be very different 
from each other. Nothing is said about this. A consequence is that fitting a model on these average 
trajectories may mean nothing since the deterministic model would represent an individual while the 
used data is a population average. Hence, the considered model seems to be more a 
phenomenological model that a mechanistic one, which goes against all the arguments used in the 
paper to justify the structure of the models. This should be clarified.  
 
9. It is said in the discussion section that DC is different from FCD. While this is true, the result 
presented in the paper is also an invariance property and should have been addressed as such using 
the same ideas as in [1]. It is important that the paper is rewritten to account for this similarity.  
 
Minor points  
1. In the notations, it is important to make the distinction between initial conditions (with subscript 
0,  
∗  
like x0) and steady-state values with superscript * for instance like x . For instance, in the integrator  
∗  
expression, y should be used.  
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1 Page 3. The definition of DC is very sloppy. It should be formulated in more rigorous way (i.e. in 
a mathematically rigorous way) with a possible explanation that could be similar to the one given in 
the present version.  
 
2 Page 5. The statements of the conditions should also be reformulated in a less sloppy way. For 
instance, the uniqueness of the equilibrium point and the the local stability could be stated together. 
The homogeneity property can be stated on a separate item.  
 
3 The statement and the proof of the main theoretical result need improvement. The first statement 
should be about the existence, uniqueness, and stability of the equilibrium point for all s,p > 0. The 
second statement is the factorization condition. Note that homogeneity is usually defined in the case 
of a scaling factor that applies to all the arguments of a function. This is not the case here. Hence, I 
would recommend to change the term to avoid confusion. The term factorization seems more 
appropriate. In the proof, notation using equal signs in the arguments of a function should be 
avoided.  
 
4 It should be discussed how this property generalizes to larger models (more than 3 nodes) and to 
other stimuli, like sudden change in the parameters of the system. For instance, what happens if s or 
p suddenly change while u is kept constant?  
 
5 It seems that this property crucially depends on structure of the integral action. What would 
happen in the presence of a small leakage in the dynamics of Z or the consideration of another 
integral control structure?  
 
 
References  
[1] O. Shoval, U. Alon, and E. Sontag, "Symmetry invariance for adapting biological systems," 
SIAM Journal on Applied Dynamical Systems, vol. 10(3), pp. 857-886, 2011.  
[2] W. Ma, A. Trusina, H. El-Samad, W. A. Lim, and C. Tang, "Defining network topologies that 
can achieve biochemical adaptation," Cell, vol. 138, pp. 760-773, 2009.  
 
 
 
Reviewer #3:  
 
In this study the authors introduce the concept of dynamical compensation and explain its 
biomedical relevance using hormone regulatory circuits as examples. Dynamical compensation 
describes the ability of a biological system to respond to the same input always with the same 
dynamical output regardless of the actual states of some of its parameters. The authors explain and 
provide proof the concept first by using a simple example of a dynamical model that contains the 
necessary network motif, followed by a generalized model description and proof. To demonstrate 
the biological/clinical relevance the authors analyze and extend published dynamical models of 
insulin regulated blood glucose homeostasis, develop a small dynamical model of hormone 
regulated plasma Ca2+ homeostasis and discuss other hormone physiological circuits whose 
structure suggests dynamical compensation as well. Finally, the authors document that the concept 
of dynamical compensation also applies under pathophysiological conditions during muscle insulin 
and hepatic insulin resistance.  
The study introduces a very interesting concept and succeeds in demonstrating its potential 
biomedical relevance and is therefore is likely to be of interest tothe readers of Molecular Systems 
Biology. We certainly found the paper very interesting to read. There are no issues with the general 
model. However there is one potentially major uncertainty and potential pitfall in the glucose 
homestasis model. The study seems to include the long term effects on functional beta cell mass into 
a simulation of the short term response towards oral glucose intake. An important question that 
arises if this is true is: does the predicted functional beta cell mass change during the oral glucose 
tolerance test? This is not clearly addressed  
 
Major issues:  
1) The regulatory component in the glucose homeostasis model that enables dynamic compensation 
towards insulin sensitivity is the functional mass of beta cells in the pancreas. The amount of 
secreted insulin is proportional to the functional mass. The beta cell functional mass changes with 
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respect to the glucose concentration, the higher the glucose concentration the more functional beta 
cell mass. The authors document such a relationship by referring to a study published in the 
literature that shows an ultrasensitive dependence of beta cell death on glucose levels, especially 
around physiological fasting blood glucose levels. This ultrasensitive degradation rate is combined 
with a production rate that only modestly changes with different glucose levels. Any changes in 
fasting blood glucose levels that are caused by changes in insulin sensitivity should eventually lead 
to changes in beta cell mass and therefore insulin secretion. The authors correctly state that such an 
adaption is a long term effect of glucose on beta cell mass, although in their model it is simulated as 
an immediate adaption on changing glucose levels. The authors need to clarify this point and justify 
if such a simplification is reasonable, since not only beta cell mass adaption, but also changes in 
insulin sensitivity are both long term changes that develop over months.  
Nevertheless, beta cell mass is simulated to change during the oral glucose tolerance test. In the 
model it should increase with increasing glucose levels, while this should not happen in vivo. The 
mechanism that is proposed to be responsible for the changes of beta cell mass is the combined 
activity of glucokinase and AMPK, what is reasonable to this reviewer, as long as it describes the 
long term changes in beta cell mass. The authors show the predicted glucose concentration and the 
predicted insulin concentration in figure 2. The authors should also show the predicted functional 
beta cell mass.  
 
A more realistic simulation could first determine a steady state beta cell mass and then simulate the 
response to oral glucose using this steady state beta cell mass that does not change with changing 
glucose concentration. How would the simulation look under these conditions?  
If not, the authors should discuss their compensatory mechanisms. Insulin secretion is regulated via 
changing ATP levels in response to glycolysis and thereby by glucokinase, as discussed by the 
authors. Involvement of AMPK in modulating the acute response to rising glucose levels is not 
known to this reviewer and reference would be helpful.  
 
2) Supplementary information :  
There is some lack of clarity in the relationship between dynamic compensation and 
pathophysiology.  
 
The glucose tolerance test model should not allow the consideration of insulin insensitivity as the 
cause for a pathological glucose tolerance test, since it will adopt towards insulin sensitivity with an 
increase in beta cell mass and higher insulin production to generate the same response. Intuitively, 
one might assume that a pathological glucose tolerance test is based on a failure of dynamical 
compensation.  
 
The extended glucose model in suppl. information demonstrates that the concept of dynamical 
compensation still applies under different insulin sensitivity ratios between muscle and liver. The 
authors modify their model to distinguish between hepatic and muscle insulin sensitivity and 
demonstrate that the model still satisfies the requirements for dynamic compensation. This means 
that the final response, i.e. the increase and decrease of blood glucose levels, depends on the ratio of 
hepatic and muscle insulin sensitivity, but for any given ratio, the response should always be the 
same, since it is compensated by changes in beta cell mass. The model's predictions match the 
clinically measured profiles under primarily hepatic or muscle insulin resistance. The interpretation 
of these simulated results is that even under pathological conditions dynamical compensation 
ensures the same response to the same input, though the response itself is not physiological. Why 
this occurs is not clear. The model should not able to describe the changes that occur from the 
physiological state to the pathological state, if the change to pathophysiological state is based on a 
general loss of insulin sensitivity that cannot be compensated by an increase in beta cell mass and 
would therefore violates the requirements for dynamical compensation. Are they assuming other 
mechanisms for pathophysiology? If so the authors should discuss this issue.  
 
The authors do not show the glucose level of a healthy individual in suppl. figure 4a and the 
measured glucose levels in normal and obese subjects shown in figure 2b are on a different time 
scale, so it is difficult to compare them with the predictions in suppl. figure 4b. Based on this 
reviewers understanding, the simulations that include hepatic and muscle insulin resistance should 
not be able to predict the physiological oral glucose tolerance test, and the two pathological glucose 
tolerance tests. Are the parameters for the simulation presented in suppl. figure 2b the same as the 
parameters used for the simulations discussed in the main text? All missing/different parameters of 
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the simulation presented in suppl. figure 2b should be presented as well.  
 
Minor issues:  
 
Suppl. figure 2: The ranges for the production rate and glucose-set point are missing.  
 
Supplementary information 3: This section demonstrates that the concept of dynamic compensation 
also works, if the hormone increases the output parameter. This major difference with the glucose 
simulation should be mentioned in the main text. The authors show that their model simulates 
dynamical compensation to secure the plasma calcium level of 1.2mM. In contrast to the beta IG 
model they do not show the parameters and the source for their parameters. Was the model fitted to 
reproduce this calcium level? 
 
 
1st Revision - authors' response 22 September 2016 

Thank you very much for the positive consideration of our manuscript and for the reviewer 
comments. We have now addressed all of the comments in the revised manuscript. We have 
added a section on ways that DC can break down leading to disease, clarified which aspects of 
models for other systems are speculative, spelled out the expected timescales of adaptation, 
improved the definitions and placed the work more precisely in the context of previous work 
on invariance. 
We believe that the revised manuscript is more clear and rigorous.  
We detail below the point-by-point changes. 
 
 
Reviewer 1:  
Summary  
This paper presents an interesting new viewpoint on how biological systems maintain homeostasis. 
The novel aspect is the proposal of a class of mechanisms that preserve the temporal characteristics 
of, say, the response to a pulsed challenge, not just the steady state. They show that standard integral 
feedback models preserve the latter but not the former, which they term dynamic compensation 
(DC).  
 
The main application is to glucose homeostasis, and the authors show that an existing class of 
models developed with that specific application in mind satisfy DC. They also describe more briefly 
other endocrine systems that have this property, supporting the idea that this is a general principle. 
Each of these systems responds to short-term fluctuations in the environment by negative feedback 
and additionally can adapt to chronic failure to meet the target by expanding the mass of endocrine 
tissue involved.  
 
General Remarks  
The work represents a conceptual advance in our understanding of homeostasis, which is not 
completely characterized by the existence of negative feedback. Although the other models of 
glucose-insulin homeostasis cited exhibit DC, this feature has not previously been identified 
properly or discussed, nor has the general principle shared with other endocrine systems been 
appreciated. This work should be of interest to theorists but also anyone who recognizes the 
remarkable robustness of homeostatic systems. 
 
We thank the reviewer for this endorsement. 
 
Major comment 
l 250: "a circuit with DC is not robust to all parameters": This is a hint that homeostatic failure, 
leading to diseases such as diabetes, is possible even in systems with DC and would be an opportune 
place to comment briefly on a key difference between the proposed glucose-insulin model and 
previous models based on that of Topp et al. The authors' model exhibits DC with respect to insulin 
sensitivity (Si), whereas the Topp model can fail to maintain glucose homeostasis if Si decreases too 
greatly or too rapidly. This difference results from the choice of functions defining the growth and 
decay of beta-cell mass, which allows a unique steady state (Supplement, Materials and Methods, l 
184 - l 188; Supplementary Figure 2). Whereas the Topp model allows two steady states, one stable, 
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corresponding to successful homeostasis, and one unstable, which acts as a threshold beyond which 
mass collapses to a degenerate steady state of 0 mass, common to both models. Because of this, the 
Topp model exhibits DC provided the stress on the system is not too great but fails if a tipping point 
is reached.  
 
We thank the reviewer for this comment. In the revised results, we have now added a new 
section on how DC may fail and on pathways to diabetes. 
We now write on page on 9: 
”Pathways to failure of DC in glucose homeostasis. Despite its robustness, dynamical compensation 
fails in some individuals, leading to diseases such as diabetes. Diabetes is characterized by high 
fasting glucose and impaired glucose dynamics in response to a meal (American Diabetes 
Association, 2014). Diabetes can occur because of an autoimmune destruction of beta cells (Type 1 
Diabetes, T1D) or in a subset of individuals with insulin resistance (Type 2 Diabetes, T2D) or from 
other reasons. Generally, impaired glucose levels result from insulin secretion that is insufficient 
given the persons sensitivity to insulin (Bergman et al., 2002).  
Topp et al. (Topp et al., 2000) describes three distinct pathways in which such insufficient secretion 
may develop: regulated hyperglycemia, bifurcation and dynamical hyperglycemia. In regulated 
hyperglycemia, a change in beta cell removal or production rates causes a change in the glucose set 
point, such that a hyperglycemic set point is maintained. In bifurcation, a more radical change may 
cause beta cell removal rate to exceed beta cell production rate at all glucose concentrations, 
resulting in the elimination of the beta cell population, which may occur in T1D. The third pathway, 
dynamical hyperglycemia, relies on the existence of an unstable fixed point at a high glucose 
concentration due to the toxic effect of glucose on beta cells at these concentrations (Efanova et al., 
1998). Topp et al. show that in this case, if insulin sensitivity drops faster than beta cell functional 
mass can adapt, then glucose levels may exceed this unstable fixed point. In this case, the beta cell 
population is eliminated. This pathway may underlie the etiology of T2D (Ha et al., 2015). 
The above three pathways result in a perturbed glucose steady state level. Hence, one of the 
conditions for DC is not met, condition (i) (stability at the desired set point). We would like to add 
two other mechanisms for pathology that can occur even when the normal glucose set point is 
maintained. First, note that a circuit with DC is not robust to all of its parameters, only to certain 
ones. The glucose homeostasis model has DC to the insulin sensitivity and insulin secretion 
parameters, which vary over a wide range. The model does not have, by itself, DC to variation in 
endogenous glucose production or insulin removal rate, which may vary less. Changes in these 
parameters alter glucose dynamics in response to a given input (Extended Data Fig. 3 and 
Supplementary Information 4). DC in the model is also affected by a mismatch between muscle and 
liver insulin resistance, which can alter glucose dynamics in a way that agrees with clinical 
observations (Extended Data Fig. 4 and Supplementary Information 5). “ 
 
Minor Points 
l 101: the result \hat(x)_st = u_0 assumes that u(t) is 0  
corrected 
l 112: g has an extra argument, 0  
corrected 
l 142: The beta-I-G model: this name has not been defined   
corrected 
 
Cross-commenting remarks: 
  
I don't agree with Reviewer #2's insistence that the concept of dynamical compensation needs to be 
demonstrated with a more realistic or complex model. That would be tantamount to saying that 
Newton's law of gravity was not valid because it was based on observations of the oversimplified 
case of a falling apple instead of, say, the flight of a bird. This review is a classic case of "you didn't 
write the paper I would have written." It is reasonable to ask the authors to clarify how their new 
concept compares to other related ideas, such as fold detection, but it is not reasonable to ask them 
to set aside their findings until they complete a research program that could take years. 
  
Reviewer #3 is confused about the simulations in the paper. The authors have not allowed beta cell 
mass to change during the course of an OGTT; they have done what he suggests they should do. 
This is a minor point that the authors can address easily in their rebuttal.  
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I do agree with the requests of both reviewers for more complete specification of the models used, 
parameters, etc. I stand by my recommendation that the paper can be made acceptable by minor 
revisions.  
 
 
Reviewer 2: 
Summary  
The paper introduces the concept of Dynamical Compensation (DC), a seemingly novel property of 
some negative feedback loops involving an integral action (or what the authors call a slow 
feedback). In addition to the perfect adaptation property with respect to a given input stimulus, the 
dynamical compensation property ensures that, for some given input stimulus, the regulated variable 
will have the same response independently of the value of certain network parameters. It is a very 
strong property that can be understood as an invariance property with respect to some network 
parameters which is reminiscent of the fold-change detection property [1], an invariance property 
with respect to constant scaling of constant inputs.  
 
 
Numerical comparisons (on not necessarily physiologically realistic models) between different 
integral feedback strategies illustrate that this property is not ensured by every integral feedback 
motifs. A result stating simple sufficient conditions for a 3-node network (involving an integral 
feedback) to exhibit this property is also proved. Based on work reported in the literature, the 
authors show that a simple model of glucose homeostasis possesses such a property, and they 
exploit it to make predictions that seem to be validated by some existing experimental data. Finally, 
the authors extrapolate this result to a more complex glucose homeostasis system and to other 
physiological models (such as calcium regulation), this time with little supporting evidence.  
 
General remarks  
The paper is essentially of theoretical nature, as all the experimental data are taken from the existing 
literature in the field. Also, the paper makes strong claims that are not supported by any 
experimental data or experimental evidence. Nevertheless, the theoretical concept of dynamical 
compensation is very interesting and should have been investigated in more detail. Indeed, the 
results are very simple and lack generality, as they only apply to toy models. Also the connection 
with invariance should have been made clearer and studied in more detail using, for instance, similar 
ideas as in [1]. Indeed, even if fold-change detection is a different phenomenon, they are both 
invariance properties. In my opinion, the name "dynamical compensation" is not very suitable, as it 
does not properly describe the reported property. "Dynamical invariance" or "parametric invariance" 
seem more appropriate. In spite of this, this work nicely complements existing work pertaining to 
the integral control of reaction networks (such as [1]) which have clearly missed this property. 
Overall, I believe the paper makes a nice conceptual advance and may be publishable, but only after 
major revisions have been made.  
 
We thank the reviewer for this endorsement. 
 
Major Comments 
1 One of the main concerns with this work is its lack of generality. First of all, the authors only 
consider 3-node topologies (as e.g. in [2]), which is quite restrictive. The first question that comes to 
mind is whether this property may hold for larger networks and, if so, how can we check it?  
 
We have now added evidence that a certain relevant class of larger networks also has the DC 
property. This class arises in the case of insulin, where insulin passes through several 
compartments in order to affect target tissues. These compartments are usually modeled as a 
series of linear equations, dIk/dt= eta_k Ik-1-mu_k Ik. We show that this series of 
compartments still preserves the DC property in the revised SI section 1. 
We also added to the discussion a call for future work to analyze larger networks:  
“Our analysis of circuits with the DC property focused on circuits with three nodes. A three-node 
circuit architecture allows for a fast feedback component together with a slower nonlinear integral 
feedback component, which may correspond in physiological systems to a hormone and a hormone-
secreting tissue, respectively. Future work may explore dynamical compensation in more complex 
regulatory networks.“ 
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Another limitation (which is also present in [2]) is that the input stimulus is only applied to one 
specific node, but what would happen if it were applied to another one? Technically, input stimuli 
may perturb the network at every possible node and reaction.  
 
While theoretically any node may be externally perturbed, this seems unrealistic for the 
systems that we discuss in the paper. 
  
2 The different illustrative toy models have been often badly chosen. Indeed, some of their states can 
go negative, which is not very realistic from a physiological viewpoint. For instance, on page 3, a 
much better model could have been used than the one considered. Indeed, the model  
 
y˙(t)= uo + u(t) − sx(t)y(t) 
x˙(t)= pZ(t) − x(t) (1) ˙ 
Z(t)= Z(t)(y(t) − y0)  
 
would also have the DC property, would be simpler and would have its state confined to the 
nonnegative orthant. Additionally, the fact that the term pyZ has been changed to pZ makes the 
model more interesting since x now represents the variable that will, in turn, activate the degradation 
of the controlled variable y. Note also that neither this model nor the original one does includes 
proportional-integral feedback. These models only involve an integral one since the dynamics of x 
cannot be considered as a proportional action. It is simply low-pass filtering of the integral action. 
The models given in Figure 1 should also be modified so that they become physiologically more 
relevant. Note that this modification is possible while still keeping the main point of the authors: that 
not all networks with integral feedback exhibit the DC property.  
 
We thank the reviewer for this comment. We have now incorporated in Figure 1 and in page 4 
a DC model that is physiologically feasible and is confined to the nonnegative orthant as 
suggested. The model reads: 
“We propose a mechanism for DC based on known hormonal circuit reactions (Fig 1d). The basic 
idea is that the regulated variable y controls the functional mass Z of the tissue that secretes the 
hormone x that regulates y. The feedback gain of x is s and the feedback gain of Z is p and the 
circuit input is u(t). The circuit dynamic equations are as follows: 
y ̇=u_0+u(t)-sxy        [1] 
x ̇=pZy-x        [2] 
Z ̇=ZŊ(y-y_0)         [3] 
This circuit describes nonlinear integral feedback on the level of y. The nonlinearity of Eq. [3] stems 
from the fact that Z are cells, and hence their growth equation is autocatalytic Z ̇=Zα where α is the 
growth rate. In this case α depends on the regulated variable y such that growth is zero when y=y0. 
For example, y can increase the proliferation rate λ+ and/or decrease the removal rate λ- of cells, 
such that the two rates cross at y=y0 and the growth rate is α =λ+- λ-.“ 
 
3. Another point that needs to be addressed is the extent to which this property is robust. From a 
biological viewpoint, fragile functions or properties are not achievable. A discussion is necessary to 
explain how robust is the DC property. In other words, when a model is assume to satisfy the DC 
property, to what extent a perturbed version of that model also satisfies that property? For instance, 
if a degradation term in added to the integrator (for instance, the term −δZ where δ> 0), then the 
adaptation property as well as the DC property are lost. These properties are non-robust with respect 
to perturbations at the integrator level, which is not surprising. Robustness is also essential to 
consider in order capture the fact that biological systems are not isolated from each other but 
interfere in sometimes very strong ways. In the present case, the α-cells also act on the glucose 
concentration. In summary, the robustness of this property and that of the glucose regulation system 
should be addressed and properly discussed.  
 
We thank the reviewer for this comment. We now address fragility in the context of potential 
failure of DC in diabetes in a new section on page 9. The case mentioned by the referee, a 
degradation term added to the integrator (for instance, the term −δZ where δ> 0), leads to an 
effective shift of δ in the glucose fixed point y0. This corresponds to regulated hyperglycemia 
or bifurcation mechanisms in the terminology of Topp et al. We address several other 
mechanisms for failure in this section: 
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“Pathways to failure of DC in glucose homeostasis. Despite its robustness, dynamical 
compensation fails in some individuals, leading to diseases such as diabetes. Diabetes is 
characterized by high fasting glucose and impaired glucose dynamics in response to a meal 
(American Diabetes Association, 2014). Diabetes can occur because of an autoimmune destruction 
of beta cells (Type 1 Diabetes, T1D) or in a subset of individuals with insulin resistance (Type 2 
Diabetes, T2D) or from other reasons. Generally, impaired glucose levels result from insulin 
secretion that is insufficient given the persons sensitivity to insulin (Bergman et al., 2002).  
Topp et al. (Topp et al., 2000) describes three distinct pathways in which such insufficient secretion 
may develop: regulated hyperglycemia, bifurcation and dynamical hyperglycemia. In regulated 
hyperglycemia, a change in beta cell removal or production rates causes a change in the glucose set 
point, such that a hyperglycemic set point is maintained. In bifurcation, a more radical change may 
cause beta cell removal rate to exceed beta cell production rate at all glucose concentrations, 
resulting in the elimination of the beta cell population, which may occur in T1D. The third pathway, 
dynamical hyperglycemia, relies on the existence of an unstable fixed point at a high glucose 
concentration due to the toxic effect of glucose on beta cells at these concentrations (Efanova et al., 
1998). Topp et al. show that in this case, if insulin sensitivity drops faster than beta cell functional 
mass can adapt, then glucose levels may exceed this unstable fixed point. In this case, the beta cell 
population is eliminated. This pathway may underlie the etiology of T2D (Ha et al., 2015). 
The above three pathways result in a perturbed glucose steady state level. Hence, one of the 
conditions for DC is not met, condition (i) (stability at the desired set point). We would like to add 
two other mechanisms for pathology that can occur even when the normal glucose set point is 
maintained. First, note that a circuit with DC is not robust to all of its parameters, only to certain 
ones. The glucose homeostasis model has DC to the insulin sensitivity and insulin secretion 
parameters, which vary over a wide range. The model does not have, by itself, DC to variation in 
endogenous glucose production or insulin removal rate, which may vary less. Changes in these 
parameters alter glucose dynamics in response to a given input (Extended Data Fig. 3 and 
Supplementary Information 4). DC in the model is also affected by a mismatch between muscle and 
liver insulin resistance, which can alter glucose dynamics in a way that agrees with clinical 
observations (Extended Data Fig. 4 and Supplementary Information 5). “ 
 
4. Page 8. It is claimed in the main text that by adding a slow feedback in the model taken from 
Dalla Man et al., 2007, the model then exhibits DC. This should be clearly developed in the 
supplementary material. In the current version of the paper, nothing is explained or even proved. 
The model needs to be included for completeness, and the conditions of the main result should be 
applied to it in order to prove the DC property.  
 
We added an SI item (Supplementary information 2) that provides an overview of the Dalla 
Man model. Due to the very large scope of the model, we refer the reader to the original paper 
for complete details. We also note that our study of this model with and without the new slow 
feedback loop was done numerically; because of its complexity we did not attempt an 
analytical proof. 
  
5. The authors assume in the calcium regulation the presence of a slow feedback implementing an 
integral action where the functional mass of the parathyroid gland is modeled as M˙= M · h([Ca2+]). 
However, no evidence is given that this is indeed the case. The authors do not cite any experimental 
paper that supports such a model.  
 
We thank the reviewer for this comment. We now added experimental evidence to the relevant 
SI section on page 8. The evidence is as follows:  
“As was the case with beta cell mass, we assume here that the functional mass of the parathyroid 
gland is chiefly controlled plasma calcium. This assumption is supported by several experimental 
studies. Low calcium diet causes a 10-fold increase in PT-cell proliferation in rodents (Naveh-Many 
et al., 1995), while direct activation of the calcium receptor inhibits PT-cell proliferation (Chen, 
2004; Chin et al., 2000; Wada, 2003; Wada et al., 1997, 2000) and increases PT-cell apoptosis 
(Mizobuchi et al., 2007). “ 
 
Moreover, dynamical compensation does not seem to have been reported in the case of calcium 
homeostasis. 
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 We have added a statement on page 10 that experimental data is lacking on dynamical 
compensation in the circuits described. We clarify that the additional systems we mention 
(other than glucose homeostasis) have experimental evidence for the slow feedback loop on 
tissue mass by the regulated variable. We clarify that they are only candidates for DC because 
they lack direct experimental evidence for the DC property. 
 
Thus, this example seems quite contrived. One can always "fix" a model in order to have some 
desired properties, but this can only be considered as speculative.  
 
We believe that the experimental evidence mentioned above makes this case more plausible. 
 
6. Regarding Section 5 of the SI, the glucose dynamics can go negative and this should be corrected. 
The model also needs better justification. 
 
The reviewer is correct to point out that glucose can get negative values in the model 
presented. However, we decided to keep this model because of its importance - it is based on 
detailed models that are used for analyzing clinical data (e.g 
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2584819/). We have added justification for the 
model in the first paragraph of this SI section (SI page 9). 
  
7. All the figures in the supplementary material need additional explanations/interpretations in the 
text or in their legend. In particular, Figure 2a and Figure 4 need further explanations.  
 
We added explanations for all of the SI figures.  
 
8. In Figure 2, the experimental curves are averaged over several individuals, a procedure that both 
eliminates the randomness in the trajectories and the fact that these trajectories can be very different 
from each other. Nothing is said about this. A consequence is that fitting a model on these average 
trajectories may mean nothing since the deterministic model would represent an individual while the 
used data is a population average. Hence, the considered model seems to be more a 
phenomenological model that a mechanistic one, which goes against all the arguments used in the 
paper to justify the structure of the models. This should be clarified. 
 
We now mention this caveat in the discussion on page 13: 
”DC seems to occur in experimental measurements on the glucose and insulin responses of people 
with and without insulin resistance (Fig 2, insets). These studies reported population averages of the 
dynamics, which can potentially mask variations between people; data on individual dynamics 
would provide a more stringent test of DC.”  
 
9. It is said in the discussion section that DC is different from FCD. While this is true, the result 
presented in the paper is also an invariance property and should have been addressed as such using 
the same ideas as in [1]. It is important that the paper is rewritten to account for this similarity.  
 
We now guide the reader to the invariance property in the discussion, and refer to Ref [1]. 
We write: 
“The concept of dynamical compensation relates to the concept of fold change detection (FCD), in 
which the output dynamics of a system is independent of multiplying its input by a scalar (Shoval et 
al., 2010). Like FCD, which is an invariance property (Shoval et al., 2011) with respect to scaling of 
the input, dynamical compensation is also an invariance property, but with respect to changes in 
certain parameters. DC, however, is different from FCD because most known FCD mechanisms do 
not have dynamical compensation when their parameters are changed. Likewise, DC systems need 
not have FCD.“ 
 
 
 
Minor points  
1. In the notations, it is important to make the distinction between initial conditions (with subscript 
0,   
like x0) and steady-state values with superscript * for instance like x. For instance, in the integrator   
expression, y should be used.  
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We now use  a superscript * in the statement and proof of the general theorem. 
  
1 Page 3. The definition of DC is very sloppy. It should be formulated in more rigorous way (i.e. in 
a mathematically rigorous way) with a possible explanation that could be similar to the one given in 
the present version.  
 
The definition of DC was formulated in page 3:  
”Definition of dynamical compensation. Consider a system with an input u(t) and an output y(t,s) 
such that s>0 is a parameter of the system. The system is initially at steady state with u(0)=0. 
Dynamical compensation (DC) with respect to s is that for any input u(t) and any (constant) s the 
output of the system y(t,s) does not depend on s. That is, for any s_1,s_2 and for any time dependent 
input u(t) then y(t,s_1 )=y(t,s_2 ). ” 
 
2 Page 5. The statements of the conditions should also be reformulated in a less sloppy way. For 
instance, the uniqueness of the equilibrium point and the the local stability could be stated together. 
The homogeneity property can be stated on a separate item.  
 
Conditions of the general theorem were reformulated in page 5 of the main text and in page 2 
of the SI. 
“Sufficient conditions for dynamical compensation. A more general class of models that show 
DC with respect to variations in their parameters p,s is: y ̇=f(u,y,sx), x ̇=g(y,pZ,x), Z ̇=ZŊh(y), 
provided the following sufficiency conditions: (i) For all p,s, the system is stable at y=y^*, there 
exists a unique solution sx=x^* for f(0,y^*,sx)=0 and there exists a unique solution psZ=Z^* for 
g(y^*,psZ,x^* )=0 (ii) A factorization condition on the function g: g(y,psZ,sx)=sg(y,pZ,x). Proof in 
(Supplementary Information 1). This model also extends naturally and shows DC when x passes 
through multiple compartments (Supplementary Information 1).” 
 
3 The statement and the proof of the main theoretical result need improvement. The first statement 
should be about the existence, uniqueness, and stability of the equilibrium point for all s,p > 0. The 
second statement is the factorization condition. Note that homogeneity is usually defined in the case 
of a scaling factor that applies to all the arguments of a function. This is not the case here. Hence, I 
would recommend to change the term to avoid confusion. The term factorization seems more 
appropriate. In the proof, notation using equal signs in the arguments of a function should be 
avoided.  
 
We now improved this as suggested. Conditions of the general theorem were changed in page 
5 of the main text and page 2 of the SI. 
  
4 It should be discussed how this property generalizes to larger models (more than 3 nodes) A 
discussion of larger networks was added as discussed above. and to other stimuli, like sudden 
change in the parameters of the system. For instance, what happens if s or p suddenly change while 
u is kept constant? This seems to be outside the scope of this paper.  
  
5 It seems that this property crucially depends on structure of the integral action. What would 
happen in the presence of a small leakage in the dynamics of Z or the consideration of another 
integral control structure?  
We discussed the dependency of the property on the dynamics of Z in the context of the 
pathways to diabetes in page 9. Considering another integral control structure seems to be 
outside the scope of this work. 
 
Reviewer three 
In this study the authors introduce the concept of dynamical compensation and explain its 
biomedical relevance using hormone regulatory circuits as examples. Dynamical compensation 
describes the ability of a biological system to respond to the same input always with the same 
dynamical output regardless of the actual states of some of its parameters. The authors explain and 
provide proof the concept first by using a simple example of a dynamical model that contains the 
necessary network motif, followed by a generalized model description and proof. To demonstrate 
the biological/clinical relevance the authors analyze and extend published dynamical models of 
insulin regulated blood glucose homeostasis, develop a small dynamical model of hormone 
regulated plasma Ca2+ homeostasis and discuss other hormone physiological circuits whose 
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structure suggests dynamical compensation as well. Finally, the authors document that the concept 
of dynamical compensation also applies under pathophysiological conditions during muscle insulin 
and hepatic insulin resistance.  
The study introduces a very interesting concept and succeeds in demonstrating its potential 
biomedical relevance and is therefore is likely to be of interest tothe readers of Molecular Systems 
Biology. We certainly found the paper very interesting to read.  
 
We thank the reviewer for this endorsement.  
 
There are no issues with the general model. However there is one potentially major uncertainty and 
potential pitfall in the glucose homestasis model. The study seems to include the long term effects 
on functional beta cell mass into a simulation of the short term response towards oral glucose intake. 
An important question that arises if this is true is: does the predicted functional beta cell mass 
change during the oral glucose tolerance test? This is not clearly addressed  
 
 
Major issues: 
  
1) The regulatory component in the glucose homeostasis model that enables dynamic compensation 
towards insulin sensitivity is the functional mass of beta cells in the pancreas. The amount of 
secreted insulin is proportional to the functional mass. The beta cell functional mass changes with 
respect to the glucose concentration, the higher the glucose concentration the more functional beta 
cell mass. The authors document such a relationship by referring to a study published in the 
literature that shows an ultrasensitive dependence of beta cell death on glucose levels, especially 
around physiological fasting blood glucose levels. This ultrasensitive degradation rate is combined 
with a production rate that only modestly changes with different glucose levels. Any changes in 
fasting blood glucose levels that are caused by changes in insulin sensitivity should eventually lead 
to changes in beta cell mass and therefore insulin secretion. The authors correctly state that such an 
adaption is a long term effect of glucose on beta cell mass, although in their model it is simulated as 
an immediate adaption on changing glucose levels. The authors need to clarify this point and justify 
if such a simplification is reasonable, since not only beta cell mass adaption, but also changes in 
insulin sensitivity are both long term changes that develop over months.  
 
Nevertheless, beta cell mass is simulated to change during the oral glucose tolerance test. In the 
model it should increase with increasing glucose levels, while this should not happen in vivo. The 
mechanism that is proposed to be responsible for the changes of beta cell mass is the combined 
activity of glucokinase and AMPK, what is reasonable to this reviewer, as long as it describes the 
long term changes in beta cell mass. The authors show the predicted glucose concentration and the 
predicted insulin concentration in figure 2. The authors should also show the predicted functional 
beta cell mass. A more realistic simulation could first determine a steady state beta cell mass and 
then simulate the response to oral glucose using this steady state beta cell mass that does not change 
with changing glucose concentration. How would the simulation look under these conditions?  
 
If not, the authors should discuss their compensatory mechanisms. Insulin secretion is regulated via 
changing ATP levels in response to glycolysis and thereby by glucokinase, as discussed by the 
authors. Involvement of AMPK in modulating the acute response to rising glucose levels is not 
known to this reviewer and reference would be helpful. 
 
We thank the reviewer for this comment, which helped us to clarify an important point. We 
now discuss the timescales in the insulin/glucose system. The rate of change of beta cell mass is 
much slower than the acute response timescale. It is expected to be on the scale of days to 
months. Therefore, on the timescale of a meal or an oral glucose tolerance test, beta cell mass 
does not appreciably change in the model. Upon a step-like change in insulin sensitivity, 
therefore, the model shows a transient period of days to months in which dynamics will be 
abnormal. Only after beta cells reach their new steady state that precisely compensates for the 
change in insulin sensitivity, will the postprandial glucose dynamics return to their normal, 
pre-change level. As the referee notes, more realistic changes in insulin sensitivity are spread 
over months. In this case, beta cell dynamics will be able to track the change in Si and 
effectively compensate the dynamics throughout. 
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We now discuss this in the results section on page 7:  
“Note that the adaptation of beta cell functional mass to the change in insulin sensitivity may take 
several days to months, and only after adaptation are the glucose dynamics precise. Therefore, after 
a step-like change in insulin sensitivity the model shows a period of time in which glucose dynamics 
are not fully compensated. Upon changes in insulin sensitivity that occur gradually over months, the 
beta cells in the model will be able to track the changes in Si and effectively compensate glucose 
dynamics throughout.” 
 
2) Supplementary information : 
  
2) There is some lack of clarity in the relationship between dynamic compensation and 
pathophysiology.  
 
The glucose tolerance test model should not allow the consideration of insulin insensitivity as the 
cause for a pathological glucose tolerance test, since it will adopt towards insulin sensitivity with an 
increase in beta cell mass and higher insulin production to generate the same response. Intuitively, 
one might assume that a pathological glucose tolerance test is based on a failure of dynamical 
compensation.  
 
The extended glucose model in suppl. information demonstrates that the concept of dynamical 
compensation still applies under different insulin sensitivity ratios between muscle and liver. The 
authors modify their model to distinguish between hepatic and muscle insulin sensitivity and 
demonstrate that the model still satisfies the requirements for dynamic compensation. This means 
that the final response, i.e. the increase and decrease of blood glucose levels, depends on the ratio of 
hepatic and muscle insulin sensitivity, but for any given ratio, the response should always be the 
same, since it is compensated by changes in beta cell mass. The model's predictions match the 
clinically measured profiles under primarily hepatic or muscle insulin resistance. The interpretation 
of these simulated results is that even under pathological conditions dynamical compensation 
ensures the same response to the same input, though the response itself is not physiological. Why 
this occurs is not clear. The model should not able to describe the changes that occur from the 
physiological state to the pathological state, if the change to pathophysiological state is based on a 
general loss of insulin sensitivity that cannot be compensated by an increase in beta cell mass and 
would therefore violates the requirements for dynamical compensation. Are they assuming other 
mechanisms for pathophysiology? If so the authors should discuss this issue. 
 
We thank the reviewer for this comment, which helped us to add a new section of failure of 
DC in the context of glucose homeostasis. We believe that this increases the relevance of this 
study in suggesting putative mechanisms for pathophysiology. 
The new section in  the results on page 9 reads: 
“Pathways to failure of DC in glucose homeostasis. Despite its robustness, dynamical 
compensation fails in some individuals, leading to diseases such as diabetes. Diabetes is 
characterized by high fasting glucose and impaired glucose dynamics in response to a meal 
(American Diabetes Association, 2014). Diabetes can occur because of an autoimmune destruction 
of beta cells (Type 1 Diabetes, T1D) or in a subset of individuals with insulin resistance (Type 2 
Diabetes, T2D) or from other reasons. Generally, impaired glucose levels result from insulin 
secretion that is insufficient given the persons sensitivity to insulin (Bergman et al., 2002).  
Topp et al. (Topp et al., 2000) describes three distinct pathways in which such insufficient secretion 
may develop: regulated hyperglycemia, bifurcation and dynamical hyperglycemia. In regulated 
hyperglycemia, a change in beta cell removal or production rates causes a change in the glucose set 
point, such that a hyperglycemic set point is maintained. In bifurcation, a more radical change may 
cause beta cell removal rate to exceed beta cell production rate at all glucose concentrations, 
resulting in the elimination of the beta cell population, which may occur in T1D. The third pathway, 
dynamical hyperglycemia, relies on the existence of an unstable fixed point at a high glucose 
concentration due to the toxic effect of glucose on beta cells at these concentrations (Efanova et al., 
1998). Topp et al. show that in this case, if insulin sensitivity drops faster than beta cell functional 
mass can adapt, then glucose levels may exceed this unstable fixed point. In this case, the beta cell 
population is eliminated. This pathway may underlie the etiology of T2D (Ha et al., 2015). 
The above three pathways result in a perturbed glucose steady state level. Hence, one of the 
conditions for DC is not met, condition (i) (stability at the desired set point). We would like to add 
two other mechanisms for pathology that can occur even when the normal glucose set point is 
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maintained. First, note that a circuit with DC is not robust to all of its parameters, only to certain 
ones. The glucose homeostasis model has DC to the insulin sensitivity and insulin secretion 
parameters, which vary over a wide range. The model does not have, by itself, DC to variation in 
endogenous glucose production or insulin removal rate, which may vary less. Changes in these 
parameters alter glucose dynamics in response to a given input (Extended Data Fig. 3 and 
Supplementary Information 4). DC in the model is also affected by a mismatch between muscle and 
liver insulin resistance, which can alter glucose dynamics in a way that agrees with clinical 
observations (Extended Data Fig. 4 and Supplementary Information 5). ” 
 
  
3) The authors do not show the glucose level of a healthy individual in suppl. figure 4a and the 
measured glucose levels in normal and obese subjects shown in figure 2b are on a different time 
scale, so it is difficult to compare them with the predictions in suppl. figure 4b. 
  
We now added a simulation of a healthy/normal glucose response to supplementary figure 4b. 
 
Based on this reviewers understanding, the simulations that include hepatic and muscle insulin 
resistance should not be able to predict the physiological oral glucose tolerance test, and the two 
pathological glucose tolerance tests. Are the parameters for the simulation presented in suppl. figure 
2b the same as the parameters used for the simulations discussed in the main text? All 
missing/different parameters of the simulation presented in suppl. figure 2b should be presented as 
well.  
 
The parameters for this figure were added to the methods section of the SI. We also made 
clear how the simulations of figure 4b were generated in page 7 of the SI. Note that they were 
not explicitly created to fit the data of figure 4a, but instead represent the most extreme case of 
complete resistance in either muscle or liver insulin sensitivity in our minimal model. 
 
Minor issues: 
  
1) Suppl. figure 2: The ranges for the production rate and glucose-set point are missing.  
We corrected the figure to include the ranges for production rate and glucose set point. 
  
2) Supplementary information 3: This section demonstrates that the concept of dynamic 
compensation also works, if the hormone increases the output parameter. This major difference with 
the glucose simulation should be mentioned in the main text.  
We now added this to the revised results:  
“This model demonstrates that DC can occur also when the hormone acts to increase the regulated 
variable (calcium), and not only when it acts to decrease it as in the case of glucose/insulin.” 
 
The authors show that their model simulates dynamical compensation to secure the plasma calcium 
level of 1.2mM. In contrast to the beta IG model they do not show the parameters and the source for 
their parameters. Was the model fitted to reproduce this calcium level?  
 
We added to page 10 a clarification that there is insufficient experimental evidence on whether 
or not indeed there is DC in the calcium homeostasis system. Nevertheless there is substantial 
experimental evidence that calcium controls parathyroid mass dynamics, and we added 
several references on this to page 9 of the SI. There are currently no accurate measurements 
on the exact dependence of parathyroid mass dynamics on calcium, so we cannot determine 
that indeed the paratyhroid is stable at this concentration and hence our model is based on 
documented interactions but is hypothetical on the precise parameters. We rephrased several 
sentences in page 9 of the SI and page 10 of the main text to make this more clear. 
 
 
In summary, the reviewer comments helped us improve the relevance of the paper to 
pathophysiology, increase the rigor and clarity with respect to timescales, better situate the 
manuscript with respect to invariance properties and to clarify which aspects of the models 
are documented versus speculative. We believe that the revised paper is much improved and 
we thank the reviewers for their excellent comments. 
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2nd Editorial Decision 05 October 2016 

Thank you again for sending us your revised manuscript. We are now satisfied with the 
modifications made and I am pleased to inform you that your paper has been accepted for 
publication. 
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� common	  tests,	  such	  as	  t-‐test	  (please	  specify	  whether	  paired	  vs.	  unpaired),	  simple	  χ2	  tests,	  Wilcoxon	  and	  Mann-‐Whitney	  
tests,	  can	  be	  unambiguously	  identified	  by	  name	  only,	  but	  more	  complex	  techniques	  should	  be	  described	  in	  the	  methods	  
section;

� are	  tests	  one-‐sided	  or	  two-‐sided?
� are	  there	  adjustments	  for	  multiple	  comparisons?
� exact	  statistical	  test	  results,	  e.g.,	  P	  values	  =	  x	  but	  not	  P	  values	  <	  x;
� definition	  of	  ‘center	  values’	  as	  median	  or	  average;
� definition	  of	  error	  bars	  as	  s.d.	  or	  s.e.m.	  

1.a.	  How	  was	  the	  sample	  size	  chosen	  to	  ensure	  adequate	  power	  to	  detect	  a	  pre-‐specified	  effect	  size?

1.b.	  For	  animal	  studies,	  include	  a	  statement	  about	  sample	  size	  estimate	  even	  if	  no	  statistical	  methods	  were	  used.

2.	  Describe	  inclusion/exclusion	  criteria	  if	  samples	  or	  animals	  were	  excluded	  from	  the	  analysis.	  Were	  the	  criteria	  pre-‐
established?

3.	  Were	  any	  steps	  taken	  to	  minimize	  the	  effects	  of	  subjective	  bias	  when	  allocating	  animals/samples	  to	  treatment	  (e.g.	  
randomization	  procedure)?	  If	  yes,	  please	  describe.	  

For	  animal	  studies,	  include	  a	  statement	  about	  randomization	  even	  if	  no	  randomization	  was	  used.

4.a.	  Were	  any	  steps	  taken	  to	  minimize	  the	  effects	  of	  subjective	  bias	  during	  group	  allocation	  or/and	  when	  assessing	  results	  
(e.g.	  blinding	  of	  the	  investigator)?	  If	  yes	  please	  describe.

4.b.	  For	  animal	  studies,	  include	  a	  statement	  about	  blinding	  even	  if	  no	  blinding	  was	  done

5.	  For	  every	  figure,	  are	  statistical	  tests	  justified	  as	  appropriate?

Do	  the	  data	  meet	  the	  assumptions	  of	  the	  tests	  (e.g.,	  normal	  distribution)?	  Describe	  any	  methods	  used	  to	  assess	  it.

Is	  there	  an	  estimate	  of	  variation	  within	  each	  group	  of	  data?

Is	  the	  variance	  similar	  between	  the	  groups	  that	  are	  being	  statistically	  compared?

Not	  relevant

Not	  relevant

Not	  relevant

Not	  relevant

YOU	  MUST	  COMPLETE	  ALL	  CELLS	  WITH	  A	  PINK	  BACKGROUND	  ê

Not	  relevant

Not	  relevant

Not	  relevant

Not	  relevant

Not	  relevant

Not	  relevant

Not	  relevant

definitions	  of	  statistical	  methods	  and	  measures:
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C-‐	  Reagents

1.	  Data

the	  data	  were	  obtained	  and	  processed	  according	  to	  the	  field’s	  best	  practice	  and	  are	  presented	  to	  reflect	  the	  results	  of	  the	  
experiments	  in	  an	  accurate	  and	  unbiased	  manner.
figure	  panels	  include	  only	  data	  points,	  measurements	  or	  observations	  that	  can	  be	  compared	  to	  each	  other	  in	  a	  scientifically	  
meaningful	  way.
graphs	  include	  clearly	  labeled	  error	  bars	  for	  independent	  experiments	  and	  sample	  sizes.	  Unless	  justified,	  error	  bars	  should	  
not	  be	  shown	  for	  technical	  replicates.
if	  n<	  5,	  the	  individual	  data	  points	  from	  each	  experiment	  should	  be	  plotted	  and	  any	  statistical	  test	  employed	  should	  be	  
justified

Please	  fill	  out	  these	  boxes	  ê	  (Do	  not	  worry	  if	  you	  cannot	  see	  all	  your	  text	  once	  you	  press	  return)

a	  specification	  of	  the	  experimental	  system	  investigated	  (eg	  cell	  line,	  species	  name).

Each	  figure	  caption	  should	  contain	  the	  following	  information,	  for	  each	  panel	  where	  they	  are	  relevant:

2.	  Captions

The	  data	  shown	  in	  figures	  should	  satisfy	  the	  following	  conditions:

Source	  Data	  should	  be	  included	  to	  report	  the	  data	  underlying	  graphs.	  Please	  follow	  the	  guidelines	  set	  out	  in	  the	  author	  ship	  
guidelines	  on	  Data	  Presentation.

a	  statement	  of	  how	  many	  times	  the	  experiment	  shown	  was	  independently	  replicated	  in	  the	  laboratory.

Any	  descriptions	  too	  long	  for	  the	  figure	  legend	  should	  be	  included	  in	  the	  methods	  section	  and/or	  with	  the	  source	  data.

Please	  ensure	  that	  the	  answers	  to	  the	  following	  questions	  are	  reported	  in	  the	  manuscript	  itself.	  We	  encourage	  you	  to	  include	  a	  
specific	  subsection	  in	  the	  methods	  section	  for	  statistics,	  reagents,	  animal	  models	  and	  human	  subjects.	  	  

In	  the	  pink	  boxes	  below,	  provide	  the	  page	  number(s)	  of	  the	  manuscript	  draft	  or	  figure	  legend(s)	  where	  the	  
information	  can	  be	  located.	  Every	  question	  should	  be	  answered.	  If	  the	  question	  is	  not	  relevant	  to	  your	  research,	  
please	  write	  NA	  (non	  applicable).

B-‐	  Statistics	  and	  general	  methods

the	  assay(s)	  and	  method(s)	  used	  to	  carry	  out	  the	  reported	  observations	  and	  measurements	  
an	  explicit	  mention	  of	  the	  biological	  and	  chemical	  entity(ies)	  that	  are	  being	  measured.
an	  explicit	  mention	  of	  the	  biological	  and	  chemical	  entity(ies)	  that	  are	  altered/varied/perturbed	  in	  a	  controlled	  manner.

the	  exact	  sample	  size	  (n)	  for	  each	  experimental	  group/condition,	  given	  as	  a	  number,	  not	  a	  range;
a	  description	  of	  the	  sample	  collection	  allowing	  the	  reader	  to	  understand	  whether	  the	  samples	  represent	  technical	  or	  
biological	  replicates	  (including	  how	  many	  animals,	  litters,	  cultures,	  etc.).
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This	  checklist	  is	  used	  to	  ensure	  good	  reporting	  standards	  and	  to	  improve	  the	  reproducibility	  of	  published	  results.	  These	  guidelines	  are	  
consistent	  with	  the	  Principles	  and	  Guidelines	  for	  Reporting	  Preclinical	  Research	  issued	  by	  the	  NIH	  in	  2014.	  Please	  follow	  the	  journal’s	  
authorship	  guidelines	  in	  preparing	  your	  manuscript.	  	  

PLEASE	  NOTE	  THAT	  THIS	  CHECKLIST	  WILL	  BE	  PUBLISHED	  ALONGSIDE	  YOUR	  PAPER



6.	  To	  show	  that	  antibodies	  were	  profiled	  for	  use	  in	  the	  system	  under	  study	  (assay	  and	  species),	  provide	  a	  citation,	  catalog	  
number	  and/or	  clone	  number,	  supplementary	  information	  or	  reference	  to	  an	  antibody	  validation	  profile.	  e.g.,	  
Antibodypedia	  (see	  link	  list	  at	  top	  right),	  1DegreeBio	  (see	  link	  list	  at	  top	  right).

7.	  Identify	  the	  source	  of	  cell	  lines	  and	  report	  if	  they	  were	  recently	  authenticated	  (e.g.,	  by	  STR	  profiling)	  and	  tested	  for	  
mycoplasma	  contamination.

*	  for	  all	  hyperlinks,	  please	  see	  the	  table	  at	  the	  top	  right	  of	  the	  document

8.	  Report	  species,	  strain,	  gender,	  age	  of	  animals	  and	  genetic	  modification	  status	  where	  applicable.	  Please	  detail	  housing	  
and	  husbandry	  conditions	  and	  the	  source	  of	  animals.

9.	  For	  experiments	  involving	  live	  vertebrates,	  include	  a	  statement	  of	  compliance	  with	  ethical	  regulations	  and	  identify	  the	  
committee(s)	  approving	  the	  experiments.

10.	  We	  recommend	  consulting	  the	  ARRIVE	  guidelines	  (see	  link	  list	  at	  top	  right)	  (PLoS	  Biol.	  8(6),	  e1000412,	  2010)	  to	  ensure	  
that	  other	  relevant	  aspects	  of	  animal	  studies	  are	  adequately	  reported.	  See	  author	  guidelines,	  under	  ‘Reporting	  
Guidelines’.	  See	  also:	  NIH	  (see	  link	  list	  at	  top	  right)	  and	  MRC	  (see	  link	  list	  at	  top	  right)	  recommendations.	  	  Please	  confirm	  
compliance.

11.	  Identify	  the	  committee(s)	  approving	  the	  study	  protocol.

12.	  Include	  a	  statement	  confirming	  that	  informed	  consent	  was	  obtained	  from	  all	  subjects	  and	  that	  the	  experiments	  
conformed	  to	  the	  principles	  set	  out	  in	  the	  WMA	  Declaration	  of	  Helsinki	  and	  the	  Department	  of	  Health	  and	  Human	  
Services	  Belmont	  Report.

13.	  For	  publication	  of	  patient	  photos,	  include	  a	  statement	  confirming	  that	  consent	  to	  publish	  was	  obtained.

14.	  Report	  any	  restrictions	  on	  the	  availability	  (and/or	  on	  the	  use)	  of	  human	  data	  or	  samples.

15.	  Report	  the	  clinical	  trial	  registration	  number	  (at	  ClinicalTrials.gov	  or	  equivalent),	  where	  applicable.

16.	  For	  phase	  II	  and	  III	  randomized	  controlled	  trials,	  please	  refer	  to	  the	  CONSORT	  flow	  diagram	  (see	  link	  list	  at	  top	  right)	  
and	  submit	  the	  CONSORT	  checklist	  (see	  link	  list	  at	  top	  right)	  with	  your	  submission.	  See	  author	  guidelines,	  under	  
‘Reporting	  Guidelines’.	  Please	  confirm	  you	  have	  submitted	  this	  list.

17.	  For	  tumor	  marker	  prognostic	  studies,	  we	  recommend	  that	  you	  follow	  the	  REMARK	  reporting	  guidelines	  (see	  link	  list	  at	  
top	  right).	  See	  author	  guidelines,	  under	  ‘Reporting	  Guidelines’.	  Please	  confirm	  you	  have	  followed	  these	  guidelines.

18.	  Provide	  accession	  codes	  for	  deposited	  data.	  See	  author	  guidelines,	  under	  ‘Data	  Deposition’.

Data	  deposition	  in	  a	  public	  repository	  is	  mandatory	  for:
a.	  Protein,	  DNA	  and	  RNA	  sequences
b.	  Macromolecular	  structures
c.	  Crystallographic	  data	  for	  small	  molecules
d.	  Functional	  genomics	  data	  
e.	  Proteomics	  and	  molecular	  interactions

19.	  Deposition	  is	  strongly	  recommended	  for	  any	  datasets	  that	  are	  central	  and	  integral	  to	  the	  study;	  please	  consider	  the	  
journal’s	  data	  policy.	  If	  no	  structured	  public	  repository	  exists	  for	  a	  given	  data	  type,	  we	  encourage	  the	  provision	  of	  
datasets	  in	  the	  manuscript	  as	  a	  Supplementary	  Document	  (see	  author	  guidelines	  under	  ‘Expanded	  View’	  or	  in	  
unstructured	  repositories	  such	  as	  Dryad	  (see	  link	  list	  at	  top	  right)	  or	  Figshare	  (see	  link	  list	  at	  top	  right).
20.	  Access	  to	  human	  clinical	  and	  genomic	  datasets	  should	  be	  provided	  with	  as	  few	  restrictions	  as	  possible	  while	  
respecting	  ethical	  obligations	  to	  the	  patients	  and	  relevant	  medical	  and	  legal	  issues.	  If	  practically	  possible	  and	  compatible	  
with	  the	  individual	  consent	  agreement	  used	  in	  the	  study,	  such	  data	  should	  be	  deposited	  in	  one	  of	  the	  major	  public	  access-‐
controlled	  repositories	  such	  as	  dbGAP	  (see	  link	  list	  at	  top	  right)	  or	  EGA	  (see	  link	  list	  at	  top	  right).
21.	  As	  far	  as	  possible,	  primary	  and	  referenced	  data	  should	  be	  formally	  cited	  in	  a	  Data	  Availability	  section.	  Please	  state	  
whether	  you	  have	  included	  this	  section.

Examples:
Primary	  Data
Wetmore	  KM,	  Deutschbauer	  AM,	  Price	  MN,	  Arkin	  AP	  (2012).	  Comparison	  of	  gene	  expression	  and	  mutant	  fitness	  in	  
Shewanella	  oneidensis	  MR-‐1.	  Gene	  Expression	  Omnibus	  GSE39462
Referenced	  Data
Huang	  J,	  Brown	  AF,	  Lei	  M	  (2012).	  Crystal	  structure	  of	  the	  TRBD	  domain	  of	  TERT	  and	  the	  CR4/5	  of	  TR.	  Protein	  Data	  Bank	  
4O26
AP-‐MS	  analysis	  of	  human	  histone	  deacetylase	  interactions	  in	  CEM-‐T	  cells	  (2013).	  PRIDE	  PXD000208

22.	  Computational	  models	  that	  are	  central	  and	  integral	  to	  a	  study	  should	  be	  shared	  without	  restrictions	  and	  provided	  in	  a	  
machine-‐readable	  form.	  	  The	  relevant	  accession	  numbers	  or	  links	  should	  be	  provided.	  When	  possible,	  standardized	  
format	  (SBML,	  CellML)	  should	  be	  used	  instead	  of	  scripts	  (e.g.	  MATLAB).	  Authors	  are	  strongly	  encouraged	  to	  follow	  the	  
MIRIAM	  guidelines	  (see	  link	  list	  at	  top	  right)	  and	  deposit	  their	  model	  in	  a	  public	  database	  such	  as	  Biomodels	  (see	  link	  list	  
at	  top	  right)	  or	  JWS	  Online	  (see	  link	  list	  at	  top	  right).	  If	  computer	  source	  code	  is	  provided	  with	  the	  paper,	  it	  should	  be	  
deposited	  in	  a	  public	  repository	  or	  included	  in	  supplementary	  information.

23.	  Could	  your	  study	  fall	  under	  dual	  use	  research	  restrictions?	  Please	  check	  biosecurity	  documents	  (see	  link	  list	  at	  top	  
right)	  and	  list	  of	  select	  agents	  and	  toxins	  (APHIS/CDC)	  (see	  link	  list	  at	  top	  right).	  According	  to	  our	  biosecurity	  guidelines,	  
provide	  a	  statement	  only	  if	  it	  could.
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