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δ  = +  
    (1.5)

To check that this result is not just a problem with the expansion, we have also
simulated the situation.  These straightforward simulations entail choosing two circles of
fixed radii separated by a varying distance R to represent the data points and their error.
In all cases we choose the radius 1Rδ =  and vary R such that /R Rδ goes from zero to
one, representative of the relative range.  Note that a /R Rδ =1/2 corresponds to the two
circles just touching.  Then, the distance between a million randomly selected points in
each circle is calculated and averaged.  The result shown in Figure 2 shows excellent

just touching and has an overshoot of 6.25%.

With this systematic error in mind, we calculate the speed of the cargos by plotting the
apparent speeds calculated after time spans of 1, 2, ..., 10 frames, where one frame is 7.5s
here. Then, we correct the speed using equation (1.5) and vary δR until the corrected
speeds do not depend on the time span of the data. With this, the values for the speeds are
70 ± 20 nm/s with δR=24 ± 4 nm for aggregation and 80 ± 30 nm/s with δR=20 ± 4 nm
for dispersion. The values of δR are reasonable for these in vivo systems.


