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S1 Text

Limited-memory BFGS (L-BFGS-B) algorithm settings. Maximum likelihood

estimation was done with the L-BFGS-B algorithm implemented in R [2]. The parameter

boundaries are shown in Table 1 (main text). The relative tolerance was set at 10−8. The

parameter estimation was conducted in log base ten for both the states and parameters.

Differential Evolution (DE) algorithm settings. The parameter estimation was

conducted in log base ten for both the states and parameters. The parameter boundaries

are shown in Table 1 (main text). Root mean squared error (RMSE) was used as the

cost function. The DE algorithm was run with recommended configurations from [1].

In particular, set the number of parents NP to 10 times the number of parameters

(40), select differential weighting factor F = 0.8 and crossover constant CR = 0.9. A

consecutive thirty iterations without an improvement in the root mean squared error

(RMSE) (10−8) will stop the optimizer. Note that the maximum number of iterations

needs to be set to an arbitrarily large number (104) to prevent DE algorithm stops

early in problematic data. The algorithm was run in parallel mode. The weighted

bootstrapping was done the same as described in [3], i.e., assigning to the cost function

a vector of random weights with length equal the sample size from the exponential

distribution with mean one and variance one.
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