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Sequence co-evolution analysis 

To identify potential correlated evolutionary changes we aligned 1524 K-, H- and N-Ras 

subfamily sequences from the SWISS-PROT/TrEMBL database (http://www.ebi.ac.uk/uniprot 

date; 11/9/2015). These sequences were identified via a hidden Markov model (HMM) built from 

a structure based sequence alignment of available Ras crystallographic structures 1. HMMER 

v3.1 was used for HMM construction and sequence alignment (http://hmmer.org). The resulting 

10,176 sequences were filtered to remove short fragment sequences and clustered to reveal K-, 

H- and N-Ras subfamilies. Evolutionary coupling analysis was performed on this alignment with 

EVcoupling v2.0 (http://evfold.org/evfold-web/citation.do). Analysis was restricted to couplings 

between solvent exposed positions as determined from the ensemble of available Ras 

crystallographic structures. Bio3D v2.2 2,3 was used for structure based sequence alignment, 

alignment filtering and solvent exposure determination. The results are summarized in Table S1. 

Table S1: Co-evolving residues in Ras proteins*. 
Rank Residue  Secondary 

structure 
Co-evolution 

strength 
Solvent accessible 
surface area (Å2) 

1 D132 h4 9.3 108 
2 H94 h3 8.9 98 
3 Q129 h4 7.7 87 
4 D108 L7 7.5 105 
5 S122 L8 7 74 
6 G138 h4 6.3 65 
7 R135 h4 5.5 204 
8 H95 h3 5.2 120 
9 K165 h5 5.2 176 

10 P121 L8 5.1 105 
11 E162 h5 5 71 
12 G48 L3 5 68 
13 E49 b2 4.9 60 
14 E98 h3 4.8 74 
15 R41 b2 4.7 139 
16 T87 h3 4 58 
17 Q43 b2 3.9 111 
18 V45 b2 3.6 88 
19 T50 b3 3.6 69 
20 E91 h3 3.6 118 
21 D126 h4 3.5 118 
22 Y157 h5 3.3 53 
23 Q131 h4 3.2 91 
24 S136 h4 2.7 89 

* Color code: blue (helix h3), yellow (h4), red (h5), grey (β-strands b2, b3), and white (loops L3, L7, L8). 

 

Protein-protein docking  

The RosettaDock 4 module of the Rosetta program v3.4 was used to conduct symmetric and 

asymmetric protein-protein docking. We used full-length K-Ras derived from a previous 



 3 

simulation 5for docking. Since there is no crystal structure of a Ras dimer for determining the 

relative orientation of monomers, global docking was conducted with randomized initial poses. 

Docking was done in two steps using default parameters. The first was a low-resolution step 

where each residue was represented by a single reaction center, and entailed 500 Monte Carlo 

(MC) steps of rigid-body rotation and translation. The next refinement step used an all-atom 

representation of residues and 50 MC steps, in which positions of the monomers were 

perturbed in random directions and orientations to minimize the energy and optimize side chain 

conformations 4,6. The final output consisted of 105 decoys. The top 5% of the lowest-energy 

decoys (6189 from symmetric and 5000 from asymmetric docking, respectively) were clustered 

using Calibur 7. Unless stated otherwise, we selected clusters representing at least 5% of the 

total number of low-energy decoys for further analysis. 

 

Figure S1: (A) Representative structures of the top six clusters (>5% occupancy) from 
symmetric docking with Rosetta. (B-C) Results from asymmetric docking: a representative 
structure (B) and normalized frequency of pairwise inter-monomer interactions in the top 5% of 
the low-energy decoys (C). Helix h3 is shown in ice blue, h4 in yellow and h5 in red; the rest of 
the protein is in white cartoon.  

 

Selection and refinement of predicted dimer models 

The top 10 clusters from the symmetric docking accounted for ~86% of the total low-energy 

decoys, and six clusters contained >5% of the lowest-energy decoys (Figure S1A).  In five of 

these, the dimer interface involved helices h3/h4 (C1 & C2), h4/h5 (C3 & C5) and h2/h3 (C4). 
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The interface of cluster C6 involves the switch regions and was not considered further (see 

main text). In the case of the asymmetric docking, the top 10 clusters accounted for ~20% of the 

5000 low-energy decoys. Moreover, each of the top three clusters contained only ~3% of the 

decoys. However, in all three (together representing about 10%), h3/h4 of one protomer 

interacts with h4/h5 of another, similar to that illustrated in Figure S1B. Since only ~20% of the 

sample was accounted for by clustering and no cluster contained >5% of the sample, we 

checked the significance of the asymmetric h3/h4-h4/h5 interactions by calculating the 

frequency of pairwise inter-monomer residue-residue interactions in all of the 5000 low-energy 

decoys. Interaction was defined to exist if any non-hydrogen atom of residue i in monomer 1 is 

within 0.4 nm of any non-hydrogen atom of residue j in monomer 2. We found that interaction of 

residues on h3/h4 with those on h4/h5 is a dominant feature of the ensemble (Figure S1C). 

These asymmetric h3/h4-h4/h5 interactions appear to be stabilizing higher-order K-Ras 

oligomers than dimers and therefore not discussed further. However, a minor cluster (~1%) from 

the asymmetric docking was found to be remarkably similar to the C3 cluster of our symmetric 

dimer models, with just a small difference in the angle between the interfacial helices. Therefore, 

we made an exception to our 5% cutoff rule and added this particular cluster to the five 

symmetric clusters selected for further analysis. The greater emphasis on the symmetric models 

was because symmetric (or quasi-symmetric) interactions are dominant in oligomers 8.  

 
Figure S2: Scatter plots of Rosetta energy score against RMSD showing funnel-like 
distributions highlighting the goodness of the predicted h3/h4 (A) and h4/h5 (B) models.  
 

A representative structure (the cluster center) of each of the six clusters described above was 

subjected to multiple rounds of perturbation and refinement procedures, which involved a series 

of rotations and translations followed by energy evaluations 4. In this way, we generated 1000 
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dimer structures for each model and plotted their energy score against their root mean square 

deviation (RMSD) from the initial structure (Figure S2; only two representative plots are shown). 

The plots exhibit energy funnels 4, indicating that our initial dimer models are the most stable 

and can be considered native-like. We used these models for further analysis.  

 

Molecular dynamics simulations 

Two sets of MD simulations were performed: (i) Initial models were attached to a pre-

equilibrated bilayer of 320 POPC (1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine) and 96 

POPS (1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoserine) lipids 5. After adding water and ions as 

needed, the resulting ~230,000 atom systems were energy minimized for 2000 steps with lipid 

and protein heavy atoms fixed, and equilibrated for 200ps with lipid phosphate and protein 

heavy atoms harmonically restrained with a force constant k = 0.04kcal/mol/nm2, followed by 

four 100ps runs with k scaled by 0.75, 0.50, 0.25 and 0. The subsequent production phase 

lasted ~200ns. (ii) Two of the most stable dimer models from (i) were simulated in water for a 

stringent test of their viability. To keep the overall architecture of the models in their bilayer-

bound form while avoiding bias from pre-organized interfacial interactions, we aligned the 

backbone of the catalytic domain crystal structure 4DSO to each protomer. The resulting 4DSO-

based models were re-solvated yielding 100,235 and 83,607 atom systems. Each was then 

energy minimized for 5000 steps with Cα atoms restrained (k = 0.1kcal/mol/nm2), and 

equilibrated in five 1ns steps with k progressively decreasing to zero, and then run for 400ns.  

 

For all simulations we used NAMD2.9 9, CHARMM27 10 and CHARMM36 11 force fields for 

proteins and lipids, respectively, the TIP3P water model, and Na+ and Cl- ions at a 0.15M ionic 

strength. Simulation box sizes varied with system size but in each case there was a 1.2-1.4nm 

space between the edges of the box and solute atom. The isothermal-isobaric (NPT) ensemble 

at 310K (Langevin dynamics with damping coefficient of 10ps-1) and 1.0atm (Nose-Hoover 

Langevin piston method with piston period 200fs and decay time 100fs) were used. Short-range 

van der Waals (vdW) interactions were switched off between 1.0nm and 1.2nm and a 1.4nm 

cutoff was used for non-bonded list updates. The Particle mesh Ewald method was used for 

calculating electrostatic interactions 12. Except in the membrane systems where 1fs was used at 

the equilibration phase, a 2fs time step was used with SHAKE applied to bonds involving 

hydrogen 13.  
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Table S2: Changes in solvent accessible surface area (ΔSASA, nm2) and non-bonded energy 
(E, kcal/mol) during MD simulations of K-Ras dimer models in bilayer. 
 

Model Interface ΔSASAStart  ΔSASAEnd  ΔΔSASAEnd-Start  EStart   EEnd ΔEEnd-Start 
1 h3/h4 7.1 12.0 4.9 -213 -299 -86 
2 h3/h4 10.3 0.0 -10.3 -166 -9 155 
3 h4/h5 8.5 15.6 7.1 -193 -293 -100 
4 h4/h5 11.6 10.4 -1.2 -247 -474 -227 
5 h4/h5 12.0 18.8 6.8 -504 -465 39 
6 h2/h3 13.3 4.8 -8.5 -264 -201 -63 

 

We used the structures described above (two h3/h4, three h4/h5 and one h2/h3) as starting 

points for the MD simulation in a heterogeneous lipid bilayer conducted as described above. 

Table 2 summarizes the key results from the simulations, including changes in interfacial 

solvent accessible surface area (ΔΔSASA) and inter-monomer non-bonded interaction energy 

(ΔE). We also show in Figure S3 the time evolution of the non-bonded (electrostatics plus vdW) 

interactions between the monomers. One can see that two dimers (h2/h3 and one of the h3/h4) 

dissociated quickly (yellow shades in Table S2), whereupon ΔΔSASA became negative (i.e., 

ΔSASA at the end of the simulation became zero or significantly diminished) while ΔE became 

positive (E increased); these models were deemed unstable. In one of the h4/h5 models there 

was only a small change in ΔSASA but a large change in E while in another E was unchanged 

and ΔSASA significantly increased (white shade in Table S2); these models were deemed 

stable. There were large favorable changes in both ΔSASA (increased) and E (decreased) in 

one each of the h4/h5 and h3/h4 models (green shades), indicating substantial reorganization 

leading to improved interactions at the interface (green shades in Table S2); these models were 

deemed best. Taken together, these results indicate that four of our six models are potentially 

viable. For further analysis, we selected the two best models that exhibited the largest favorable 

changes in both ΔSASA and E as representatives of h3/h4 and h4/h5 interfaces, and refer to 

them as interface 1 (i1) and interface 2 (i2).  
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Figure S3: Time evolution of inter-monomer non-bonded interaction energies during MD 
simulation of the six predicted models (see table 2 for numbering) in a bilayer. Notice the 
increase in the energy of two dimers that eventually dissociated (orange and red), and the 
overall decrease in the rest (stable) models.  
 
Computational alanine scanning 

Analyses of interfacial interactions in the MD trajectories identified a number of key residues 

that stabilize the predicted dimers. Examples are shown in Figure S4, where we plotted the time 

evolution of the distance between selected inter-monomer hydrogen bonding pairs across the i1 

and i2 interfaces. Some interactions present in the beginning remained stable throughout the 

simulation (e.g., H94-Y137 in i1) while new contacts get formed (e.g. E168-R135 in i2). To 

complement this analysis, we estimated the relative importance of the interfacial residues for 

stability through computational alanine scanning with Rosetta 14. Mutation of a number of i1 and 

i2 interface residues to alanine led to an increase in the calculated free energy change of 

binding (ΔΔGbind); positive ΔΔGbind indicates destabilization of the interface by the mutation and 

thereby the importance of the residue for stability of the dimer. For example, in i1, H94A yielded 

ΔΔGbind ≈ 2 kcal/mol, indicating that H94 located at the center of h3 contributes favorably to 

dimerization. Other residues with favorable contribution to stability (defined here as ΔΔGbind > 

0.5 kcal/mol) included E91, H95, E98, R102 and D132. A similar analysis identified R135, K128 

0 
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and E168 as important contributors to stability of i2. 

 
Figure S4: Time evolution of distances between the indicated atoms of selected residues 
across the interface of dimer model i1 (left) and i2 (right).  
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Steered molecular dynamics 

We tested the strength of the i1 and i2 interfaces with constant velocity steered molecular 

dynamics simulations (SMD) 15. To this end, MD-refined models of i1 and i2 were extracted from 

membrane and the catalytic domain was re-solvated in a 6.0 x 6.5 x 18.0 nm3 box of water, 

yielding ~68,000 atom systems after addition of neutralizing ions. These systems were energy 

minimized and equilibrated as described above. The SMD protocol involved a very slow pulling 

speed of 5 x 10-5nm per 0.1fs and a force constant k = 0.1 kcal/mol/nm2. Helices h3/h4 in i1 and 

h4/h5 in i2 were orientated perpendicular to the z-axis, and the backbone of one protomer was 

fixed while the center of mass of backbone atoms of the other protomer was pulled along z. The 

force was recorded every femtosecond, and plotted against time in Figure S5A. We found that 

dimers required a substantial amount of force to separate, suggesting once again the existence 

of stable interactions at the interface. Monitoring the progressive rupture of these contacts 

(Figure S5A & B) provided additional insight into the key stabilizing interactions at the interface.  

 

Figure S5: (A) Force versus time plot (top) from a SMD simulation of i1, showing that a large 
force is required to separate the monomers. The snapshots (bottom) highlight the extent of 
separation at the indicated time points of the pulling simulation. (B) Sequential rupture of several 
inter-monomer interactions (hydrogen bonds) during the dissociation of the dimer. (C) ±2 kT/e 
electrostatic surface potential calculated with the Adaptive Poisson-Boltzmann Solver on the last 
snapshot of the MD simulation in bilayer. The calculation was done on the entire dimer but, for 
clarity, here we show the electrostatic surface potential of only selected residues at the interface. 
The list of inter-monomer residue pairs at the bottom summarizes the interactions that provide 
electrostatic stabilization to the dimer as determined by a combined analysis of data from MD, 
SMD and alanine scanning. 
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Combining all of the data from the MD (Table S2 and Figure S3-4), computational alanine 

scanning, and SMD (Figure S5A & C), we compiled an experimentally testable list of residues 

that are important for K-Ras dimerization via i1 (Figure S5C) and i2 (E168-R135, E49-K128, 

K128-E168, D132-K172, and R164-D132). The stability of these interactions was also examined 

by extended MD in water. Finally, some of these residues were mutated to experimentally 

evaluate their role in K-Ras dimerization (discussed in the main text). 

 

The relative orientation of monomers within a dimer 

To estimate fluctuations in the relative orientation of K-Ras monomers during MD simulation of 

the dimers, we used the azimuthal (θ), polar (ϕ), and Euler angles (α, β, γ) after aligning the 

principal axis of one monomer (centered at the origin) with the lab axis and defining a vector 

from the origin to the COM of the other monomer. We then defined an orientation state vector 

 𝒒 𝑡 = 𝜒! 𝑡 𝜒! 𝑡 𝜒! 𝑡 𝜒! 𝑡 𝜒! 𝑡        (1) 

to characterize the relative orientation of the monomers at time t based on 

 𝜒! 𝑡 = 0.5 𝑐𝑜𝑠 𝑥 𝑡 + 1 .          (2) 

Changes in the relative orientation of protomers at different time points can be captured by the 

cosine of the angle between the corresponding orientation vectors  

𝑐𝑜𝑠 𝛿 = 𝒒 𝑡 ⋅ 𝒒 0 𝒒 𝑡 𝒒 0 ).        (3) 

 

Calculation of potential of mean force and equilibrium dissociation constant  

We calculated the PMF of K-Ras dimerization using the Adaptive Biasing Force (ABF) method 

along the inter-monomer center-mass distance (dCOM). The setup and equilibration procedures 

were the same as those described above for simulations in water. During the ABF simulations, 

the reaction path was divided into overlapping windows of size 0.5-1.2nm using the multiple 

walker strategy 16. We chose large windows for better sampling of orthogonal degrees of 

freedom, and used a harmonic restraint force of 0.5kcal/mol/nm2 to prevent drift outside a 

window. Each window was sampled for 30-40ns with each walker being 6-7ns long.  Additional 

windows were inserted as needed to increase sampling in certain regions of dCOM deemed 

poorly sampled in a previous step. Instantaneous forces were accumulated into bins of width 

0.01nm after discarding the first 10,000 samples where the ABF was inactive. The mean force 

at the ith global bin, 𝐹 !, was calculated as  

𝐹 ! =
𝑛!" 𝐹 !"

!!
!!!

𝑛!"
!!
!!!

 
(4) 
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where 𝐹 !" and 𝑛!" are the mean force and number of samples for the jth window at the local bin 

corresponding to the ith global bin, respectively. 𝑁!  is the number of windows that contain the ith 

global bin and j loops over all such windows. The PMF was obtained by integrating the mean 

force over dCOM using the midpoint rule method, and the mean force in each global bin was 

smoothed out using a weighted running average of neighboring bins within 0.05nm. ΔGbind was 

calculated from the equilibrium dissociation constant (Kd) of dimerization estimated from the 

one-dimensional PMF profile, 𝑢 𝑟 , as  

𝐾! ≈
8𝜋!

𝐶!𝛥𝜔 𝑟!𝑑𝑟 exp − 𝑢 𝑟
𝑅𝑇!"#$%

 
(5) 

Where C0 and 𝛥𝜔 are, respectively, the standard concentration and the orientational freedom of 

the bound monomers estimated from the ranges and averages of angular locations and relative 

orientations extracted from MD trajectories of i1 (~1.43 rad) and i2 (4.99 rad), yielding Kd = 

5mM and 107mM for dimers i1 and i2, respectively.  

 

Electron microscopy and spatial mapping 

Plasma membrane (pm) sheets from baby hamster kidney (BHK) cells transiently expressing 

mGFP-tagged K-RasG12V mutants were fixed and labeled with anti-GFP antibody conjugated 

to a 4.5nm gold particle as previously described 17-19. Digital images of the immunogold-labeled 

pm sheets were taken in a transmission electron microscope. Intact 1µm2 areas of the pm sheet 

were identified using ImageJ, and the (x,y) coordinates of the gold particles were determined 
18,19. A univariate K-function was calculated and standardized on the 99% or 95% confidence 

interval (C.I.). L(r)-r greater than the C.I. indicates significant clustering and the maximum value 

of the function (Lmax) estimates the extent of clustering. Differences between replicated point 

patterns were analyzed by constructing bootstrap tests as described previously 20,21; statistical 

significance evaluated against 1,000 bootstrap samples. Prism (Version 5.0c, GraphPad 

Software) was used for one-way ANOVA tests.  

 

Fraction of dimers and higher oligomers from EM spatial analysis 

We calculated the ratios of dimers to monomers and higher oligomers to monomers to examine 

the impact of the charge reversal and cysteine mutations at i1, which are discussed in the main 

text, on the distribution of different oligimeric states of K-Ras. Figure S6 shows that the charge 

reversal point mutations and especially the cysteine double mutant significantly altered the 

ratios. The single mutants that introduce electrostatic repulsion at the interface reduced the 
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proportion of dimers and oligomers relative to the monomer fraction. In contrast, the double 

cysteine mutations that were meant to form an inter-monomer disulfide bridge dramatically 

increased the fraction of both dimers and higher oligomers. Together, these results show both 

the link between dimers and higher oligomers and the importance of the computationally derived 

interfacial residues for multimer formation /stability. 

  

Figure S6: Ratio of dimers to monomers (left) and higher oligomers (3 or more subunits) to 
monomers (right) derived from EM analysis of plasma membrane sheets from BHK cells 
expressing mGFP-K-RasG12V mutants labeled with an anti-GFP conjugated gold particle (for 
details see Figure 5 in the main text). 
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