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The variance of the Kaplan—Meier estimator of the event risk within the study period

We derive the weighted average of the stratum-wise Kaplan—Meier estimators as a non-parametric maximum
likelihood estimator and its asymptotic variance when the m;’s are considered unknown.

Suppose we have a sample consisting of n; observations from the ith stratum with n = >, n; being the
total sample size. Due to right-censoring we observe t;; = fij Ac;j, where fij is the actual time-to-event and c;;
is the censoring time, and §;; = 1;, <co fori=1,...,kand j =1,...,n; with observations being independent.
Under independent right-censoring the likelihood is
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with (S1,...,Sk) and (f1,..., fr) being the conditional survival functions and conditional densities in the
k strata respectlvely and (mq,...,7m) being the probabilities of belonging to the strata. The corresponding
non-parametric likelihood function [2] is thus
N k
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with AS;(ti;) = Si(tij—) — Si(ti;) being the jump at ¢;;. Maximizing this non-parametric likelihood function
yields the estimates 7; = n;/n which is the observed proportion and S; = (S;(t))¢>0, the Kaplan-Meier

estimator in the ith stratum, for ¢ =1,...,k.
Let Sy (t1) = P(T < U) with U = ZZ 1t 1p—; and let

=1
denote the Kaplan—Meier estimator of the within-study event risk. If ®# = (7y,...,7,)7 is the vector of
observed proportions and S = (S1(t1),...,Sk(tr))T is the vector of Kaplan-Meier estimates evaluated at the
end of follow-up times t1,...,t;, then by properties of the non-parametric maximum likelihood estimates we

have
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where 7 = (m1,...,m)7, S = (S1(t1),...,Sk(tx))T. Here

¥ = diag(w) —wnT, By =diag(of/m,. .., 0 /™),

for some o%,...,0% > 0.
The delta method [1] on g(x1,...,Tax) = Zle X Tpy; now yields
V(S (t1) = Sw(t1)) = N1(0,02)
with
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The variance of this Kaplan—Meier estimator is thus approximately given by
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If \//.;r(gi (t;)) is Greenwood’s estimate of the variance o2 /n; of the Kaplan-Meier estimator in the ith group,
then o2 can be estimated by n;Var(S;(¢;)). Thus, we may estimate the variance by
k
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