S2 Goodness of Fit Asserting the goodness of fit can be done by assuming a
null-hypothesis of random t5¢¢p and tyqke times, for each user and day, drawn from a
Gaussian distribution with means and standard deviations derived from Dataset A itself,
and estimate the resulting distribution of the Accuracy, Precision, Recall and F1 scores
by means of a Monte Carlo simulation.

Fig(l| and Fig[2[ show the distribution of this null-hypothesis (i.e. a Gaussian
Simulation) vs SensibleSleep (histogram and complementary cumulative distributions).

In addition, repeating the Gaussian simulation (N=2000 times), we can estimate the
distribution of the median scores achieved under the the null-hypothesis and compare it
to the median score achieved by SensibleSleep. Fig. [3|shows this resulting distribution.
From this, we can then estimate the probability that the Accuracy, Precision, Recall
and F1 scores would under the null-hypothesis be at the achieved levels of SensibleSleep
using a conventional t-test. The t-values are listed in the figure. The resulting
possibility of the null-hypothesis yielding scores at the level of SensibleSleep is very low:
p < 0.00001.

We therefore conclude that SensibleSleep provides a statistically significantly better
estimate than a (weakly informative) Gaussian null-hypothesis.
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Fig 1. Accuracy, Precision, Recall and F'1 scores achieved by estimating tgeep and
twake Using a Gaussian distribution centered around the derived values (yellow) vs the
scores achieved by SensibleSleep.
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Fig 2. Complementary cumulative distriutions of Accuracy, Precision, Recall and F1
scores achieved by estimating ¢sjcep and tyare using a Gaussian distribution centered
around the derived values (dotted line) vs the scores achieved by SensibleSleep.

PLOS




160

[ Accuracy (tval=-16373)
140| | = Precision (tval=-8565)
Im Recall (tval=-6382)
120/ | F1 (tval=-10345)
100
#
[
2 80
&
[7)
o
60
40
20

9. -0.15 -0.10 ~0.05 0.00
Difference Gaussian Simulation vs SensibleSleep

Fig 3. The difference in Accuracy, Precision, Recall and F1 scores comparing, over
N=2000 runs, the median score achieved by estimating tsjcep and tyare using a
Gaussian distribution centered around the measured values vs the median score
achieved by SensibleSleep. Negative values indicate worse values for the Gaussian
estimator. The t-values listed show that the likelihood of achieving the scores of
SensibleSleep is very low: p < 0.000001.
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