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Numerical methods

We performed finite element method simulations in FEniCS [1]. We generated
nonuniform unstructured computational meshes also using ANSYS ICEM CFD
(ANSYS Inc., Canonsburg, PA): two meshes with tetrahedral elements, having 1.7
million elements and 0.3 million nodes for the geometry without NRDL, and 11.3
million elements and 2.2 million nodes for the geometry with NRDL.

The Navier-Stokes problem and particle tracking problem were solved in succession
using the Open Source Navier Stokes solver Oasis, a high-level/high-performance solver
using Python interfaced with FEniCS, designed to minimize numerical dissipation and
capture transitional effects [2]. An efficient implementation of the Lagrangian particle
tracking solver for FEniCS was used that allowed a fast computation of each trajectory
(https://github.com/MiroK/lagrangian-particles.git).

The Navier-Stokes equation was integrated by a non-iterative fractional step method
(with time step ∆t = T/250) with regular linear (P1-P1) Lagrangian finite elements for
both velocity and pressure. The particle transport problem was then advanced in time
through a 2nd order Runge-Kutta method (1 correction step) and the same time step
adopted above. Concentration was obtained by adopting P0 finite elements (for each
element concentration was computed by considering the number of particles it
contained). For completeness, let us mention that our Lagrangian tracker did not lose
any particles through the open domain boundaries, since none of them reached the
upper/lower ends of the computational domain. It only lost 0.04% of the particles (i.e.
54 particles), in particular close to the pia (cord boundary) opposite the injection
position, because they traveled farther than one cell per time-step.

We performed simulations on the Abel supercomputer at the University of Oslo,
using MPI for parallel performance, with 96 CPU cores (960 CPU h) when adopting the
mesh with NRDL and 16 CPU cores (110 CPU h) for the mesh without NRDL.
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