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Independence studies

Preliminary investigations for the convergence of p and u, showed that these unknowns
were less sensitive to the grid and time resolution than the concentration [1]. In light of
that finding we report the independence studies from the time step, grid size and
number of injected particles only for the concentration profile.

Representative results concerning the drug concentration are reported in Fig.1,
where c represents a normalized drug concentration on a fixed cross-section located 1 cm
below the injection point. In particular, we divided the concentration in a thin volume
slice (0.8mm thick) centered at the considered cross-section by the total average
concentration in the whole domain after 10 cycles. The discrepancy between two
subsequent solutions was obtained by refining the discretization (by separately
considering mesh size, time-step and number of injected particles): cc and cf were
defined as the previous (coarser) and the subsequent (finer) discretization, and we
quantified the discrepancy through the following L2-norm:

e%(∆y) =
(
∫
T
|c2f (∆y, t)− c2c(∆y, t)| dt)1/2

(
∫
T
c2f (∆y, t) dt)1/2

× 100.

We assessed time-step independence by carrying out the computations over twenty
periods using time-step sizes of T/250, T/500 and T/1000 (all satisfying the CFL
condition for solver stability). The relative error between the solutions obtained with
time-step ∆t = T/250 and T/500 was below 2%, while the one between ∆t = T/500
and T/1000 was ≈ 1%, so that in all simulations we adopted the time-step ∆t = T/250
(Fig.1(a)).

To evaluate grid size independence we generated a finer version of the NRDL mesh
with 37 million cells. The results obtained with the two different mesh resolutions are

PLOS 1/2



reported in Fig.1(b). Since we obtained a relative error below 3%, we used the coarser
mesh for the simulations.

Finally, we assessed the independence from the number of injected particles (see
Fig.1(c)). The relative error when passing from Ṅp = 20 to Ṅp = 60 was below 0.8%,

while the one obtained by passing from Ṅp = 5 to Ṅp = 20 was around 2%. We adopted

Ṅp = 20 to enhance the computation of drug concentration by volume averaging.

Fig 1. Drug concentrations temporal profiles obtained with different time
step, grid and number of particle resolutions. Temporal profile of the
normalized drug concentration obtained with perpendicular injection at P1 and different
(a) time steps; (b) mesh resolutions; (c) number of injected particles per time-step.
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