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Comparison to EFSEM Image

subject to. Although some changes were seen in the spectra after
this plasma clean, the contrast between the materials using EC¼ 8
eV was largely preserved. These spectra and related contrast
calculations can be found in Supplementary Fig. 5. In addition, we
refer to previous work that has measured the surface topography of
similar blends by AFM following plasma cleaning in air; the length
scale of the topography was found to be significantly larger than
that of the contrast found in Fig. 3 (ref. 6). We are therefore
confident that topographical variation is not contributing to the
contrast in our high-magnification images.

Morphology derived from image analysis. It is beyond the
intended scope of this work to conduct an in-depth study of the
relationship between blend processing parameters and mor-
phology. However, to test the quality of our data and compare
our results to similar experiments performed by other techniques,
we have briefly characterized our blend images. The line profile in
Fig. 4a demonstrates well-defined contrast levels for P3HT-rich,
PCBM-rich and mixed-composition phases. Based upon ten
representative line profiles, we have averaged the range of con-
trast levels for clear mixed-phase regions. We have subsequently
calculated a contrast level for every pixel in our data; areas with
contrast above the mixed-phase level have been deemed as P3HT-
rich, areas with contrast below this are deemed PCBM-rich. We
have found this to be an effective and reliable method, as can be
seen from the results summarized in Table 1 for the two
unprocessed energy-filtered images in Fig. 3a,b.

Although this allows us to calculate phase distributions for a
quantitative image characterization, we find a SNR of only 1.6 in
our unprocessed images, whereas a SNR of 5 or better is
recommended for this type of analysis34. Therefore, we employ a
fast Fourier transform (FFT) band-pass filter to suppress noise in
each image (specifically, structures of 3 pixels in size or smaller,
corresponding to the noise floor level discussed in Fig. 4b).
Although this affects the absolute contrast values in our data, we
bypass this issue by considering the brightness of intermediate
mixed phase regions in the FFT images, and thresholding around
this level (see Methods section for more details). The threshold
images obtained in this way are shown in Fig. 6, with the phase
area calculations included in Table 1. In spite of the fact that
Fig. 6a was taken at a total dose of B2.5x that of Fig. 6b, the
percentage of mixed and pure phases is not changed within the
uncertainty of our image analysis, and deviates by no more than
2%. This implies beam dosage is not significantly affecting the
morphology data that we acquire.

We have also tested for average periodicity in our images.
Radially averaged autocorrelation functions of the unprocessed
images in Fig. 3a,b were calculated, with the results displayed in

Fig. 6c. We find peaks at 16, 21 and 28 nm, with further, weaker
correlations at greater lengths (this finds some agreement with
power spectral density calculations made on EFTEM data by
Pfannmöller et al.10). We find these length scales to be in the
correct range for P3HT:PCBM blends24, and tentatively note that
28 nm corresponds to the separation between crystalline highMW

P3HT domains in pure samples35. Although this link may be
purely coincidental, the fact that the morphology of a
P3HT:PCBM blend is driven by the initial formation of P3HT
crystallites36 means that we would likely expect the characteristic
length scales of a P3HT:PCBM blend to reflect the properties of
crystalline P3HT to a degree.

Figure 7 demonstrates that EFSEM applied to the same blend
materials but with different thermal treatments reveals the
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Figure 6 | Summary of blend image characterization. (a,b) EFSEM images subject to FFT band-pass filter and thresholded to emphasize the imaged

domain structure. Red areas correlate to those deemed to be P3HT-rich, and blue to those deemed to be PCBM-rich. The mixed phase is preserved in these

images. a shows the same area as Fig. 3a (20 nm scale bar), and b the same area as Fig. 3b (30 nm scale bar). c shows radially averaged autocorrelation

functions applied to Fig. 3a,b. Clear peaks in both functions are observed at B16 and B28 nm. Other, smaller peaks are also identified at longer correlation

lengths.

Figure 7 | Blend images and characterization for samples subject to

different thermal treatments. (a) The image data for an as-cast sample

after a 2-pixel FFT band-pass filter to reduce noise, with (b) a comparable

image for a blend subject to a 1-h over-anneal at 150 �C. Colour has been

added to emphasize the phase structure visible in the data. Parts (c) and

(d) show our thresholding attempts applied to higher-magnification data.

Scale bars in parts (a) and (b) represent 100nm, and in parts (c) and (d)

represent 30 nm. For all parts, red areas correlate to P3HT-rich regions and

blue to PCBM-rich regions.
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Figure S1: Comparison between the (a) single-layer CG morphology, (b) the corresponding
2.5 nm thick spatially discretized image and (c) a close up of an EFSEM image of a spin-
coated blend taken by Masters et al. S1 (close up of Figure 7c of Ref. S1 reproduced under
the Creative Commons Attribution 4.0 International License).

Rendering of Morphologies During Annealing

0 ns 0.8 μs 1.6 μs 

Figure S2: Snaphots at different times of the annealing process with (top) and without
(bottom) the PCMB phase. Only P3HT backbones are shown to highlight the increased
ordering in the P3HT phase upon annealing.

S2



Annealing as a Function of P3HT MW
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Figure S3: On the left-hand side, snaphots at different times during the annealing process
are shown for P3HT:PCBM blends with varying P3HT MW: (a) 2 kDa, (b) 4 kDa and (c)
8 kDa. Only P3HT backbones are shown. White areas denote the location of P3HT side
chains or PCBM domains. The % of P3HT-PCBM contacts as a function of the annealing
time (right) is also shown for the three cases. The % of number of P3HT-PCBM contacts is
normalized to the initial dried morphologies, so that the amount of P3HT-PCBM contacts
before the annealing are taken as the 100%. The % of contacts then decreases as the blends
are annealed because of phase segregation.
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Force Fields Details

Coarse-Grain Models

P3HT. The oligothiophene amphiphile Martini modelS2 has been used as starting point

for the P3HT CG model. A few important changes have been made to the mapping of

thiophene so to realize a model which is transferable, in the spirit of the Martini CG force

field. The mapping of thiophene is critical as it represents a case in which the exception

to the 4-to-1 Martini mapping rule admitted for the necessity to mantain the symmetry of

the ring structure come down to a mapping of the 5 thiophene heavy atoms to 3 CG sites.

This mapping implies bond distances of about 0.2 nm when the bonds are extracted from

atomistic trajectories. However, beads being so close to each other give rise to a region with

a high energy density : another CG molecule coming into the interaction radius with such

region will be overly attracted by it, resulting on a disbalance of the carefully parametrized

Martini partioning equilibria. For this, bond distances have been increased by 20% (up to

0.24 nm). This also improves the shape of thiophene CG model, otherwise approaching too

much an ellipsoidal shape.

The bead types, which define the nonbonded interactions, have been chosen on the basis

of free energy of transfer data. Based on the new thiophene CG bond distances, three SC5

have been found to reproduce experimental transfer free energies for the five-membered ring

(see Table S6); the hexyl side chain is described by two SC3 beads. A representation of the

Martini mapping and underlying atomistic structure is presented in Figure S4, and bond

and angle distributions are presented in Figure S5. The CG force field bonded parameters

are collected in Table S1. Very stiff bonds, such as the ones between groups which are part

of ring structures, are modeled as constraints. Virtual sites (VSs) are defined at the center

of mass of the thiophene rings in order to have more control on the polymer backbone. For

example, angles between VSs and neighbouring thiophene SC5 beads are introduced in order

to preserve planarity. A VS-assisted dihedral ensures the distribution of dihedral angles
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Figure S4: CG site positions (and types) and underlying atomistic structures for the
molecules involved in the present study. The Martini model beads describing C60 are depicted
with a smaller radius for clarity.

Table S1: P3HT CG bonded parameters. The indices i, j and k indicate that the bonded
term is defined between subsequent thiophene units.

Bead types (labels) b0 (nm) κb (kJ mol−1 nm−2)
b1 SC5-SC5 (S1-C2, S1-C3, C2-C3) 0.240 constraint
b2 SC5-SC3 (C3-C5) 0.285 constraint
b3 SC3-SC3 (C5-C6) 0.360 5000
b4 VSi-VSj (VSi-VSj) 0.380 50000

θ0 (deg) κθ (kJ mol−1)
θ1 SC5-SC5-SC3 (S1-C3-C5) 180 250
θ2 SC5-SC3-SC3 (C3-C5-C6) 155 25
θ3 VSi-SC5j-SC5j (V4i-C3j-C5j) 160 180
θ4 VSi-VSj-VSk (V4i-V4j-V4k) 158 180

φ0 (deg) κφ (kJ mol−1) n
φ1 SC5i-VSi-VSj-SC5j (S1i-V4i-S1j-V4j) 0.00 1.80 1

0.00 -9.50 2
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Figure S5: Bond and angle distributions for P3HT (Martini in red, GROMOS in blue). Each
header indicates the degree of freedom whose distribution is shown (compare to Table S1).

between thiophene rings match the atomistic one; the latter having been fit to quantum

mechanical (QM) calculations (see Section Atomistic models). This strategy also improves

numerical stability.S3 Note that P3HT molecular weight polydisperisity can be introduced

by simply adding a mixture of chains with different molecular weights (i.e., the current CG

force field can be used as it is). Introducing polydispersity in the regio-regularity requires,

however, some modification of the force field. Namely, the current inter-thiophene dihedral

potentials, optimized based on QM calculations for the head-tail case (that is, the regio-

regular case), may not be appropriate. An investigation of the change on the dihedral

potential in the head-head or tail-tail case would be necessary in order to verify whether the

parameters are accurate also for simulation region-random P3HT. The density of the Martini

3HT model is 0.950 g cm−3 (computed on a box of ∼450 molecules), in good agreement with

the experimental density (0.936 g cm−3).

Table S2: Mass densities for the studied compounds. Outcomes of CG and AA simulations
are reported along with the experimental values. All values in g cm−3.

exp. CG AA
3HT 0.94 0.95 1.02
PCBM ∼1.50 1.37 1.55
CB 1.10 0.90 1.08
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PCBM. The CG model of PCBM makes use of the Martini “F16” model, a 16 beads

representation of C60 fullerene developed by Monticelli S4 and available on the web.S5 The

phenyl-butyric acid methyl ester side chain is represented by a total of five interaction sites:

three Martini SC5 particles represent the phenyl moiety, following the standard model for

benzene, while the butyric acid methyl ester side chain is modelled with a C1 (butane) and

Na (ester) particles (see also Figure S4). The bonded parameters for the PCBM CG model

are collected in Table S3, while bond and angle distributions are presented in Figure S6. The

Table S3: PCBM CG bonded parameters.

Bead types (labels) b0 (nm) κb (kJ mol−1 nm−2)
b1 CNP-SC5 (C08-C17) 0.290 constraint
b2 CNP-C1 (C08-C20) 0.295 50000
b3 SC5-C1 (C17-C20) 0.305 20000
b4 C1-Na (C20-N21) 0.390 2500
b5 SC5-SC5 (C17-C18, C17-C19, C18-C19) 0.270 constraint

θ0 (deg) κθ (kJ mol−1)
θ1 CNP-C1-Na (C08-C20-N21) 150 50
θ2 SC5-C1-Na (C17-C20-N21) 140 25

φ0 (deg) κφ (kJ mol−1 rad−2) n
φ1 CNP-C1-SC5-SC5 (C08-C20-C18-C19) −10.00 100.00 2
φ2 CNP-C1-SC5-SC5 (C08-C20-C19-C18) −50.00 100.00 2
φ3 CNP-SC5-C1-CNP (C03-C17-C20-C09) 5.00 200.00
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Figure S6: Bond and angle distributions for PCBM (Martini in red, GROMOS in blue). Each
header indicates the degree of freedom whose distribution is shown (compare to Table S3).
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dihedral angle distribution corresponding to the rotation around the bond connecting the

phenyl ring to C60 is reproduced at the CG level due to the presence of two (proper) dihedrals

φ1 and φ2. Note that the dihedrals plotted in Figure S6 (right-hand side, bottom) are not the

same as φ1 and φ2, but are the ones which is better to look at when comparing to the atomistic

dihedral. The (improper) dihedral φ3 is added to keep the side chain orientation fixed with

respect to the beads describing C60. The density of the Martini PCBM model is 1.37 g cm−3

(for a box of ∼1000 molecules), about 8% too low with respect to the experimental density

for an amorphous PCBM film (∼1.5 g cm−3,S6–S8 although there are studiesS9 reporting a

lower density of about ∼1.3 g cm−3). The density obtained for the PCBM atomistic model

(see also next Section) is ∼1.55 g cm−3, supporting the majority of experimental data. The

CG model underestimation is probably mainly caused by the (too large) size of the S-beads

describing the phenyl ring. This hypothesis is supported by the fact that the density of a

pure benzene phase is 0.710 g cm−3 in the Martini model, while the experimental value 0.876

g cm−3.

Chlorobenzene (CB), being the most popular solvent for the P3HT:PCBM blend along

with 1,2-dichlorobenzene,S10 has been chosen as solvent. A Martini model has been created

based on the Martini benzene model. Two SC4 and a SC5 beads describe the ring (see

also Figure S4), giving free energies of transfer in agreement with experimental data (see

Table S6). The bonds SC4-SC4 and SC4-SC5 are modeled as constraints with lengths of

0.27 and 0.33 nm, respectively. The density obtained for such a model is 0.90 g cm−3, which

underestimates the actual density of CB (1.10 g cm−3). However, as noted before, the same

is true for the density of benzene within the Martini force field.

Atomistic Models

All-atom (AA) models based on the GROMOS 53A6 force fieldS11 have been used as reference

to derive effective bonded interactions for the CG ones and as reference for free energy

profiles of dimerization. AA models were obtained as follows: a starting AA topology was
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obtained from the automated topology builder (ATB);S12 the obtained parameters were then

thoroughly double-checked for consistency with the GROMOS 53A6 force field as defined in

Ref. S11; QM calculations have been used to check critical dihedral angles; HF/6-31G* dipole

preserving analysis (DPA)S13 charges are used. Charges have been computed on a B3LYP/6-

31G* optimized structure and they have been symmetrized and rounded to three decimal

digits. Both geometry optimization and dipole analysis calculations have been performed

with the GAMESS-UK package.S14 More specific details on the AA models are given in the

following sections for the various molecules employed in the study.

P3HT. The polymer AA model bonded parameters are shown in Table S4. When no

standard GROMOS bonded parameters were available, this being the case for a few bonded

terms involving the thiophene ring, the quantum-mechanically optimized structure was taken

as reference for selecting a equilibrium bond (angle) distance. Force constants for such

bonded terms were taken from the pool of already existing GROMOS parameters. The

dihedral angle between different thiophene units (S-C-C-S) has been parametrizedS2 based on

torsional energy profiles computed by Darling and Sternberg.S15 An equilibrated simulation

box containing 216 3HT monomers shows a density of 1.02 g cm−3, overestimating (by about

9%) the experimental value (0.936 g cm−3).

PCBM. The AA C60 model employed is the one developed by Monticelli,S4 available on

the web at Ref. S5. The model uses the Lennard-Jones parameters obtained by Girifalco,

which were derived based on solid-state properties (heat of sublimation, lattice constant of

C60 crystal),S16 but which turn out to perform also reasonably well in terms of partitioning

between solvents.S4 The model for the sidechain has been obtained following the general

procedure outlined before and was subsequently merged to the C60 model. Bonded terms

for PCBM are listed in Table S5. The dihedral involving the rotation around the bond

connecting the phenyl ring to C60 and the one involving the rotation around the bond

connecting the butyric acid methyl ester moiety to C60 have been taken from the OPLS-AA

force fieldS17 following Cheung and Troisi.S18 The density of a box (containing about 800

S9



Table S4: P3HT atomistic bonded parameters. The indices i, j and k indicate that the
bonded term is defined between subsequent thiophene units. If the bonded parameters are
standard GROMOS 53A6, the corresponding GROMOS labelling is shown in parenthesis
next to the bond (angle) equilibrium value and/or force constant.

Atoms b0 (nm) κb (kJ mol−1 nm−4)
S-C 0.1730 5.94 · 106 (gb 31)
HC-C 0.1090 (gb 3) 1.23 · 107 (gb 3)
C-C (CT2-CT3) 0.1360 (gb 13) 1.02 · 107 (gb 13)
C-C (CT3-CT4) 0.1430 (gb 19) 9.21 · 106 (gb 19)
C-C (CT3-C6) 0.1520 (gb 26) 5.43 · 106 (gb 26)
C-C (hexyl chain) 0.1530 (gb 27) 7.15 · 106 (gb 27)
Ci-Cj (CT2i-CT5j) 0.1430 (gb 19) 9.21 · 106 (gb 19)

θ0 (deg) κθ (kJ mol−1)
C-S-C 92.80 420.00 (ga 2)
S-C-HC 119.00 575.00 (ga 36)
S-C-C 110.00 530.00 (ga 15)
HC-C-C (thiophene) 126.00 (ga 36) 575.00 (ga 36)
C-C-C 111.00 (ga 15) 530.00 (ga 15)
C-C-C (CT-CT-C) 126.00 (ga 37) 640.00 (ga 37)
HC-C-C,HC (hexyl chain) 109.50 (ga 11) 425.00 (ga 11)
Ci-Ci-Cj (thiophene) 130.00 760.00 (ga 39)
Si-Ci-Cj (thiophene) 120.00 (ga 29) 760.00 (ga 29)

φ0 (deg) κφ (kJ mol−1) n
thiophene 0.00 (gi 1) 167.36 (gi 1)
C-C-C-C (CT-CT-C-C) 0.00 (gd 40) 1.00 (gd 40) 6
C-C-C-C (hexyl chain) 0.00 (gd 34) 5.92 (gd 34) 3
Si-Ci-Cj-Sj

a 0.00 1.80 1
0.00 −9.50 2

a fitted to QM data.
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molecules) of (amorphous) PCBM is found to be 1.55 g cm−3, in agreement with the majority

Table S5: PCBM atomistic bonded parameters. If the bonded parameters are standard
GROMOS 53A6, the corresponding GROMOS labelling is shown in parenthesis next to the
bond (angle) equilibrium value and/or force constant.

Atoms b0 (nm) κb (kJ mol−1 nm−4)
CF-CF (fullerene) 0.1450 3.92 · 105

CF-C 0.1529 2.24 · 105

HC-C 0.1090 (gb 3) 1.23 · 107 (gb 3)
C-C (alkyl chain) 0.1530 (gb 27) 7.15 · 106 (gb 27)
C-O (ether) 0.1360 (gb 13) 1.02 · 107 (gb 13)
C-O (carbonyl) 0.1230 (gb 13) 1.66 · 107 (gb 13)
C-C (phenyl) 0.1390 (gb 15) 8.66 · 106 (gb 15)

θ0 (deg) κθ (kJ mol−1)
CF-CF-CF (fullerene pentagons) 108.0 527.184
CF-CF-CF (fullerene hexagons) 120.0 527.184
CF-CF-C (fullerene - side chain) 62.8; 54.5; 120.0 488.273; 585.76; 527.184
C-C-C 111.00 (ga 15) 530.00 (ga 15)
HC-C-C,HC (hexyl chain) 109.50 (ga 11) 425.00 (ga 11)
C-C-C (phenyl) 120.00 (ga 26) 530.00 (ga 26)
C-C-CH (phenyl) 120.00 (ga 25) 530.00 (ga 25)
C-C-O 126.00 (ga 38) 770.00 (ga 38)
O-C-O 124.00 (ga 33) 730.00 (ga 33)
C-O-C 120.00 635.00 (ga 22)

φ0 (deg) κφ (kJ mol−1) n
CF-CF-CF-CF 143.00 100.00
C-C-C-C (phenyl) 0.00 (gi 1) 167.36 (gi 1)
C-C-C-C,HC (alkyl) 0.00 (gd 29) 3.77 (gd 29) 3
C-C-C-O, C-C-O-C (alkyl) 180.00 (gd 11) 7.11 (gd 29) 3

Fourier dihedral coefficients (kJ mol−1)
CF-C-C-C (fullerene-alkyl) 0.000 0.000 0.000 0.000
CF-C-C-C (fullerene-phenyl) 5.439 −0.209 0.837 0.000

of the experimental reports.S6–S8

The CB AA model gives a density of 1.08 g cm−3, which agrees well with the experimental

value of 1.11 g cm−3.S19 GROMACS topology files of the Martini and atomistic models used

in the present work are available for download as part of the Supporting Information and on

the Martini portal http://cgmartini.nl.

S11
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Force Field Validation

Free Energy of Transfer. Partitioning between different solvents being the main target of

the Martini force field parametrization, transfer free energies of the newly created molecules

have been computed and compared to experimental or atomistic data in order to choose

the nonbonded interactions. Along with the commonly employed partitioning between hex-

adecane and water, partitioning data between hexadecane and benzene have been included

(for the fragments for which experimental data were available) because of the relevance of

benzene as a phase for the pi-conjugated systems under study. Computed free energies

of transfer have been obtained by separately calculating the solvation free energies in the

various solvents and then using the following thermodynamic cycle

∆GS1→S2 = ∆GS1→Ø −∆GS2→Ø

where Si denotes a solvent and Ø denotes vacuum, to compute the free energy change in

moving the solute from S1 to S2. Solvation free energies were computed by gradually de-

coupling the solute from the solvent, that is, by simulating the desolvation of the solute.

The change in free energy between the solvated and the fully uncoupled state is the negative

of the solvation free energy. The degree of coupling between solvent and solute is changed

through the use of the λ parameter, ranging from 1 for the solvated solute to 0 for the uncou-

pled state (solute in vacuum). 10 and 20 λ points were simulated for CG and AA systems,

respectively. Electrostatic interactions were switched off before van der Waals ones when

charged molecules were present. A stochastic integrator was used, and the velocity-rescaling

thermostatS20 and the Parrinello-Rahman barostatS21 employed to maintain pressure and

temperature, respectively. GROMACS 5.x was employed to run the simulations. The free

energies and corresponding errors were finally computed using the Multistate Bennett Ac-

ceptance Ratio (MBAR).S22 Table S6 lists the results for molecules (or moieties) involved,

along with the final CG representations.
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Table S6: Partitioning data for several molecules and moieties employed in this study. The
free energy relative to the transfer of the solute molecule from solvent S1 to S2 (∆GS1→S2)
obtained from experiments (along with the experimentally determined partitioning coefficient
logP representing the same transfer (logPS1→S2)) and computed at the CG and AA levels are
shown. Solvents are hexadecane (HD), benzene (BZ) and water (W). All the free energies
are in kJ mol−1. Statistical uncertainty for the computed ∆G is below 0.3 kJ mol−1 in all
cases; however, the accuracy of the force field being considered to be at most 1 kJ mol −1,
the numbers are rounded to integers. Experimental data are from Refs. S23 and S24.

∆GHD→W ∆GHD→BZ

CG model (logPHD→W) exp CG AA (logPHD→BZ) exp CG AA
thiophene SC5-SC5-SC5 (−1.78) 10 12 13
hexane SC3-SC3 (−4.49) 26 25 25
benzene SC5-SC5-SC5 (−2.15) 12 11 13 (0.47a) −3 0 −3
CB SC4-SC4-SC5 (−2.84) 16 18 18 (0.33a) −2 1 −3
C60

b F16 97 75 92 −9 −10

a Calculated (ADF COSMO-RS) value.S24

b All data from Ref. S4. Octane is used as hydrophobic phase instead of hexadecane.

PMF Calculations. The PMF profiles were obtained from umbrella sampling (US)

simulations. The two molecules were placed in a box and solvated in CB. Umbrella windows

were spaced 0.05 nm apart along the reaction coordinate, this being the distance between

the centres of mass of the thiophene (in the case of 3HT) or of the C60 moiety (in the case

of PCBM). Note that the box was large enough so that even at the largest distance each

molecule was further away from periodic images than from the actual other molecule present

in the box. For each window, this distance was kept fixed by an umbrella potential with a

force constant of 1500 kJ mol−1 nm−2. Each window was simulated for 500 ns in the case

of the CG systems and 100 ns in the AA cases. A stochastic integrator was employed, and

weak coupling schemes used to maintain pressure and temperature.S25 GROMACS 4.6.7 was

employed to run the US simulations and the free energy profiles were calculated using the

weighted histogram analysis method (WHAM)S26 as implemented in the GROMACS tool

g wham.
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Umbrella Sampling Results. In Figure S7 all the computed PMFs are shown. Overall,

the agreement between atomistic and CG models is more than satisfactory. Main discrep-

ancies are seen for the 3HT model. By comparing the Martini 3HT monomers dimerization
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(a) (b)

(c) (d)

r

3HT-3HT PCBM-PCBM

3HT-PCBM

Figure S7: PMFs of dimerization for the (a) donor-donor, (b) acceptor-acceptor and (c)
donor-acceptor pairs in CB. GROMOS PMFs are in blue, while Martini in red. (d) Snapshot
from the 3HT-PCBM atomistic simulation showing the distance r between the centers of mass
of C60 and the thiophene ring.

PMF to its atomistic analogue, two main features are apparent: first, the minimum is shifted

towards a larger distance (∼0.59 nm versus ∼0.54 nm); secondly, the minimum is detectably

deeper (about 1 kJ mol−1) in the case of the CG representation of the monomeric unit.

This was not unexpected. The thiophene ring is, as described before, mapped using three

S-particles. These beads have a smaller radius (0.241 nm, = 6
√

2σS where σS = 0.43 nm)
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than normal Martini beads (0.264 nm, = 6
√

2σN where σN = 0.47 nm) in order to account for

a reduced CG sites/atoms mapping ratio. However, the size of the S-beads is still too large

as compared to the “thickness” of ring systems, making so that two thiophene units can-

not get as close as they can when described atomistically. Regarding the deeper minimum,

thiophene, as noted previously, constitutes an extreme case where 5 atoms are mapped to

3 interaction sites, making the CG sites/atoms ratio < 2. The higher density of interac-

tion sites (as compared to Martini standards) caused by this gives rise to somewhat stronger

interactions between thiophene rings and other molecules. The interaction between two thio-

phene rings will be affected twice by this effect, thus causing the overestimation seen in the

3HT-3HT free energy profile. The overestimation is, however, slightly less than 1 kJ mol−1,

and for this considered to be in good agreement with the AA reference PMF.
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Simulations Details

Evaporation Protocol Details. P3HT, followed by PCBM, molecules are randomly in-

serted in the simulation box and subsequently solvated in CB. Four cycles of energy mini-

mization followed by one NVT and one NPT simulations are run. The mdp run parameters

for these initial phases are the same as the run parameters described in the Methods section

for solvent evaporation simulations, with the following differences. In the case of the energy

minimization, 20000 steps of steepest descent are performed. For the NVT and NPT equi-

librations, weak coupling schemes are employed to maintain pressure and temperature.S25

The evaporation script and all the files necessary for the run are available for download as

part of the Supporting Information and on the Martini portal http://cgmartini.nl.

Simulation Box Size. In Figure S8 top views on final morphologies obtained from

evaporation simulations on different length scales are displayed. The P3HT:PCBM weight

ratio is 0.7:1.0. The number of contacts have been computed for the different system size

final blends and are collected in Table S7. It can be seen as the percentages of the computed

contacts remain practically constant as the system size increases.

(a) (b) (c)

Figure S8: Top view of morphologies for different simulation box sizes: (a) 40 x 40 x ∼5
nm3, (b) 30 x 30 x ∼5 nm3, (c) 20 x 20 x ∼5 nm3.

(1)
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Table S7: Number of contacts for the different simulation box sizes. The P3HT-P3HT,
P3HT-PCBM and PCBM-PCBM contacts are expressed as percentages of the total number
of contacts.

simulation box size P3HT-P3HT (%) P3HT-PCBM (%) PCBM-PCBM (%)
20 x 20 x ∼5 nm3 53.1 ± 0.1 17.6 ± 0.1 29.3 ± 0.1
30 x 30 x ∼5 nm3 53.5 ± 0.6 17.3 ± 1.1 29.2 ± 0.5
40 x 40 x ∼5 nm3 53.8 ± 0.4 16.6 ± 0.7 29.6 ± 0.4

Backmapping Details

First, the blend is made whole, i.e., molecules which cross the boundaries of the simulation

box are not cut but kept whole; this can be done with the GROMACS tool gmx trjconv.

The volume of the backmapped AA system, as can be deduced from Table S2, is significantly

less than its CG version: the lower CG density turns out to facilitate the backmapping step

(in terms of numerical stability, i.e., no bad contacts or overlaps). Note that, given the typi-

cal large system sizes (∼400000 atoms), the initial minimization step in initram.sh may not

converge occasionally (too high forces between some of the atoms): restarting the steepest

descent, however, solves the problem. As a whole, the backmapping procedure is efficient,

taking about 10 minutes on a 12-core machine for typical blends (∼400000 atoms). Subse-

quent NPT equilibration requires typically less than 10 ns for the density of the backmapped

system to converge (typical density evolution shown in Figure S9).
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Figure S9: Total blend density evolution of the backmapped blend during relaxation.
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Analysis Details

Number of Contacts. Number of contacts are computed employing the gmx mindist

GROMACS tool with a cutoff distance of 0.6 nm, a length which comprises the nearest

neighbour CG sites around a CG particle, the radius of Martini CG particles being 6
√

2σN =

0.264 nm (where σN = 0.47 nm). For P3HT-PCBM contacts, the command to be used is:

echo 0 1 | gmx mindist -n phases.ndx -f blend.gro -d 0.6 -on P3HT -PCBM.xvg

where the GROMACS index phases.ndx contains two groups: one to which all the P3HT

beads (but the virtual sites) belong and the second to which all the PCBM beads belong;

and blend.gro contains the coordinates of the molecules in the configuration for which the

number of contacts has to be computed. The bash echo piped before the gmx mindist

command will select group 0 (P3HT) and group 1 (PCBM) so to compute the number of

contacts between the two groups (i.e., P3HT-PCBM contacts). When computing the pure

phases contacts (P3HT-P3HT and PCBM-PCBM) the counting of intramolecular contacts

which would follow by employing an index as the one described above is avoided by employing

the following procedure. The number of contacts between each P3HT (PCBM) molecule and

all the other P3HT (PCBM) molecules (therefore practically having to define a separate index

file for each molecule considered) are computed separately; this is iterated for all the P3HT

(PCBM) molecules and then added together. The sum of all these contacts must then be

divided by 2 to remove the double counting arising from computing the contacts between

mol1 and all the other molecules (containing contacts between mol1-mol2) and the contacts

between mol2 and all the other molecules (containing contacts between mol2-mol1).

Normalization of P3HT-PCBM Contacts. A planar heterojunction and a com-

pletely (randomly) intermixed morphologies have been used as the two opposite reference

(extreme) cases of mixing to normalize the number of computed P3HT-PCBM contacts.

These two configurations have been generated using a starting configuration obtained with

the software packmolS27 which has been then equilibrated in NPT conditions. See Figure
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S10. Note that the planar heterojunction configuration contains only one P3HT-PCBM

interface.

(a) (b)

Figure S10: (a) Planar heterojunction and (b) randomly mixed configurations from which,
respectively, the minimal and maximal amount of P3HT-PCBM contacts can be extracted.
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