Theoretical and practical running time of nearest-
neighbor based estimators

The KSG-estimator used in this work is computationally demanding, because
as a nearest-neighbor based estimator it requires the execution of k-nearest-
neighbor as well as range searches for all data points N. Hence, the algorithms
used to perform these searches determine the asymptotic time complexity of
the estimator. In this work, we used two different implementations published
as part of the TRENTOOL toolbox: a CPU-based estimator for the estima-
tion of TEgpo from epochs or trials of data [1], and a GPU-based estimator
for the estimation of TEgpo from data pooled over epochs or trials [3]. We
used the CPU-based work-flow for the epoch-wise estimation of T Egpo and the
GPU-based work-flow when testing for statistical significance of T Egpo to max-
imize the number of points entering the estimation. The CPU-based estimator
uses a neighbor-search algorithm that—depending on data-properties—requires
for neighbor-searches on all N points at maximum O(kN log(N)) time. The
GPU-based estimator does not make use of fast data structures used for the
CPU-based estimator, but uses a linear search which results in a worse time
complexity of O(dN?). However, in the implementation used in this study [3]
the linear neighbor search is performed in parallel over points and problem in-
stances, which significantly improves the overall running time when using the
estimator on multiple problem instances—a comparison of the running times of
the serial CPU-algorithm and the parallel GPU-algorithm can be found in [3].

Additionally, we used the KL-estimator for entropy estimation. This esti-
mator requires the execution of a k-nearest-neighbor search for all data points
N—we used the estimator’s implementation published as part of the JIDT tool-
box [2], which has a time complexity of O(kN log(N)).

We also measured practical running times of the estimators to provide a
point of reference when planning similar analyses. Approximate, average run-
ning times for the estimation of AIS, TEgspo, and H are presented as support-
ing information S7 Table. The presented running times include the estimation
of each measure for both directions of interactions or recording site, for one
recording; presented running times are averages over recordings. We measured
the total time needed for estimation, including data preparation (e.g., the opti-
mization of embedding parameters for the estimation of TEgpo). All estimation
procedures that did not require a GPU, were executed on a Intel(R) Xeon(R)
CPU clocked at 2.90 GHz. The GPU-implementation of the TEgpo estima-
tor was run on a Intel(R) Xeon(R) CPU clocked at 2.00 GHz and a NVIDIA
GeForce GTX TITAN. Both machines were running 64-bit Ubuntu Linux. Note
that the GPU estimation was performed on 50 trials only, because here the com-
putational demand was higher due to more data points entering one estimation
of TEspo (pooled over epochs).
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