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SUMMARY

Cell cycle kinetics are crucial to cell fate decisions.
Although live imaging has provided extensive in-
sights into this relationship at the single-cell level,
the limited number of fluorescent markers that
can be used in a single experiment has hindered ef-
forts to link the dynamics of individual proteins
responsible for decision making directly to cell
cycle progression. Here, we present fluorescently
tagged endogenous proliferating cell nuclear antigen
(PCNA) as an all-in-one cell cycle reporter that allows
simultaneous analysis of cell cycle progression,
including the transition into quiescence, and the
dynamics of individual fate determinants. We also
provide an image analysis pipeline for automated
segmentation, tracking, and classification of all cell
cycle phases. Combining the all-in-one reporter
with labeled endogenous cyclin D1 and p21 as prime
examples of cell-cycle-regulated fate determinants,
we show how cell cycle and quantitative protein
dynamics can be simultaneously extracted to gain
insights into G1 phase regulation and responses to
perturbations.

INTRODUCTION

Cell fate decisions, such as reprogramming, differentiation, and

cell cycle exit, are tightly linked to cell cycle kinetics. Moreover,

the responsiveness of cells to internal and external stimuli varies

depending on cell cycle stage. For instance, the availability of

growth factors promoting proliferation over quiescence is

sensed in late G2 phase and G1 phase, but not during S phase

(Pardee, 1974; Spencer et al., 2013; Stacey, 2003; Zetterberg

and Larsson, 1985). Similarly, cells respond in a cell-cycle-

dependent manner to differentiation cues (Pauklin and Vallier,

2013) and DNA damage (Chandler and Peters, 2013; Soufi and

Dalton, 2016). Hence, the time cells spend in individual cell cycle
Cell
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phases directly reflects the exposure to such stimuli and conse-

quently their fate decision.

Throughout the cell cycle, spatiotemporal changes in the

distribution of activators (e.g., cyclins) and inhibitors of cyclin-

dependent kinases (CDKs) function to determine the length of in-

dividual cell cycle phases (Morgan, 2006). Indeed, this repre-

sents a paradigm for how the dynamic regulation of protein levels

can regulate cellular decisions. The levels and spatiotemporal

localization of cyclin D1 (CCND1) and the CDK inhibitor p21

(CDKN1A), for instance, have been suggested as crucial deter-

minants of several cell fate decisions—indirectly by determining

the length of G1 phase (Jiang et al., 1993; Musgrove et al., 1994;

Resnitzky et al., 1994) and directly by regulating the choice be-

tween proliferation and quiescence at the recently proposed

‘‘maternal restriction point’’ (Chen et al., 2013; Spencer et al.,

2013). However, to fully understand how cell cycle kinetics influ-

ences cell fate decisions, it will be necessary to gain a similar un-

derstanding of the spatiotemporal protein dynamics of cell fate

determinants, such as pluripotency factors and differentiation

factors, and to obtain detailed correlations with cell cycle ki-

netics in individual cells.

Long-term imaging of single cells, made possible by the

remarkable advances in microscopy and image analysis tech-

niques in recent years, has led us to re-evaluate long-standing

models of cellular decision making (Barr et al., 2016; Chen

et al., 2013; Guo et al., 2014; Spencer et al., 2013). However,

gaining quantitative insights into cell cycle and protein dynamics

within the same cell remains a major bottleneck. Current ap-

proaches to define cell cycle kinetics, including FUCCI-based

reporters, typically rely on overexpressed reporters containing

destruction degrons that are targeted for proteasomal degrada-

tion in a cell-cycle-dependent manner (Araujo et al., 2016; Bajar

et al., 2016; Oki et al., 2014; Sakaue-Sawano et al., 2008). De-

pending on the reporter and the need for a furthermarker for seg-

mentation, up to four channels (blue, yellow, red, and infrared;

Bajar et al., 2016) are utilized to identify a cell and determine

its precise cell cycle position. This limits concurrent analysis of

multiple cell fate determinants, such as cyclin D1 and p21, within

the same living cell and thus complicates investigation of causal

relationships during decision making.
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To resolve this issue, we present endogenous proliferating cell

nuclear antigen (PCNA) as an all-in-one cell cycle reporter for live

single-cell imaging that, unlike the aforementioned cell cycle re-

porters, only requires a single fluorescent marker to faithfully

assign all cell cycle phases, including the transition into quies-

cence. We provide an accompanying image analysis pipeline

for segmentation, tracking, and classification of single cells on

the basis of PCNA abundance and localization, removing the

need for a secondmarker, such as fluorescently tagged histones

for automated segmentation, at least in proliferating cells. We

demonstrate the simultaneous measurement of cell cycle and

protein dynamics from single cells, providing a quantitative

description of cyclin oscillations throughout the cell cycle. Our

data suggest that neither cyclin D1 levels nor localization are

general determinants of G1 phase length in unperturbed condi-

tions. Instead, we find that cyclin D1 is required to keep cells in

a proliferative mode and prevent the transition into quiescence.

Finally, by visualizing the behavior of endogenous cyclin D1

and p21 following DNA damage, we illustrate how endogenous

PCNA as an all-in-one cell cycle reporter can be used to study

protein dynamics of multiple cell fate determinants in a perturba-

tion-dependent manner within the same living cell. The endoge-

nous reporters and the methodology described here represent

not only a valuable resource to shed light on the decision making

of individual cultured cells but also provide a framework for the

simultaneous analysis of cell cycle and protein dynamics in

more complex models.

RESULTS

Dynamic Expression of Endogenously Tagged PCNA
Overexpression of PCNA fused at the N terminus to a fluorescent

protein is widely used to label cells in S phase based on the pres-

ence of replication foci (Barr et al., 2016; Leonhardt et al., 2000;

Leung et al., 2011; Piwko et al., 2010). PCNA expression is tightly

coupled to proliferation peaking in G1/S (Santos et al., 2015)

and decreasing upon cell cycle exit (Buttitta et al., 2010; Thacker

et al., 2003). Thus, we reasoned that it might be possible

to extend the utility of PCNA as a cell cycle reporter beyond

S phase alone. To create an endogenously expressed PCNA re-

porter, we inserted the gene encoding the fluorescent protein

mRuby in frame with the first exon into one allele of the PCNA lo-

cus by recombinant adeno-associated virus-mediated (rAAV)

homologous recombination in non-transformed human retinal

pigment epithelial cells (hTERT RPE-1) (Figure 1A). Endogenous

mRuby-PCNA was expressed at a lower level than untagged

PCNA (Figure S1A) but localized to the nucleus in interphase

and was present in replication foci during S phase as expected

(Figure 1B; Leonhardt et al., 2000). To ensure that the protein

dynamics of mRuby-PCNA recapitulate untagged PCNA, we

synchronized cells in G0 by serumwithdrawal for 24 hr andmoni-

tored the expression from both alleles after addition of serum.

Quantitative western blot analysis indicated similar expression

kinetics of the tagged and untagged alleles, suggesting that

mRuby-PCNA faithfully recapitulates this aspect of endogenous

PCNA regulation (Figures 1C and 1D).

To establish an independent reference for segmentation and

tracking of mRuby-PCNA-expressing cells, we inserted a gene
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encoding the fluorescent protein mTurquoise2 into the histone

3.1 locus (HIST1H3E) (Figures 1B and S1B). Analysis of mRuby-

PCNA expression in the nucleus of proliferating cells from

mitosis to mitosis (see Experimental Procedures) revealed

that the expression level remained low for the first 8–10 hr after

mitosis and then gradually increased for a further 10 hr until a

plateau was reached at about 2-fold higher than the initial level

(Figure 1E). Further, mRuby-PCNA behaved the same way in

human primary BJ-foreskin fibroblasts, HeLa and mammary

MCF10A cells, and in murine FL83B hepatocytes (Figures

S1C and 1F). These data indicate that the behavior of endo-

genously tagged PCNA is conserved across primary, trans-

formed, and non-transformed cells derived from various tissues

and organisms. Given that PCNA is present in all proliferating

cells, the endogenous mRuby-PCNA reporter could serve as

a universal tool for the analysis of cell cycle and protein

dynamics.

Loss of mRuby-PCNA Is an Early Marker of Cell Cycle
Exit and Quiescence
The presence or absence of PCNA is commonly used to distin-

guish proliferating cells from others that are quiescent or post-

mitotic in fixed samples. To determine whether the loss of

endogenously tagged PCNA is also indicative of cell cycle

exit during live-cell imaging, we serum starved cells for 48 hr

to induce quiescence. Indeed, compared to asynchronously

growing cells, there was a significant and consistent reduction

in nuclear mRuby-PCNA fluorescence in the majority of cells

upon serum removal (Figure 2A). Single-cell analyses revealed

that mRuby-PCNA expression declined gradually over a period

of 48 hr (Figure 2B), and western blot and qPCR analyses re-

vealed similar behavior for tagged and untagged PCNA (Figures

2C and S1D). A strong reduction in retinoblastoma (Rb) serine

780 phosphorylation, a marker of all cell cycle phases apart

from quiescence (Narasimha et al., 2014), confirmed that, after

48 hr of serum starvation, the majority of cells exited the cell

cycle (Figures 2D and S1E). Contact inhibition is an alternative

and possibly more physiological approach to induce cell cycle

exit and quiescence in cell culture. We therefore monitored the

behavior of mRuby-PCNA in cells grown to confluence from

the different mRuby-PCNA knockin cell lines. Primary and non-

transformed cell types showed strongly reduced mRuby-PCNA

levels after both serum starvation and contact inhibition,

whereas no such reductions were observed in HeLa cells (Fig-

ures 2E and S1F). Together, these data indicate that the loss of

mRuby-PCNA can be used as an early marker of cell cycle exit

in different cell types and organisms.

Robust Cell Cycle Classification Based on PCNA
Expression and Localization
The dynamic behavior of PCNA foci during S phase previously

enabled machine-learning-assisted automated classification

of G1, S, and G2 phases during time-lapse microscopy (Held

et al., 2010; Piwko et al., 2010). To precisely and reliably identify

the onset of S phase, it is necessary to identify the first small

replication foci. However, this is challenging in applications

that require lower resolution microscopy, for instance during

small molecule inhibitor screens or selective plane illumination
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Figure 1. Dynamic Expression of Endogenous mRuby-PCNA

(A) N-terminal targeting of endogenous PCNA with mRuby.

(B) Cell cycle phase-dependent localization of endogenous mRuby-PCNA and histone 3.1-mTurquoise2.

(C) Western blot analysis of a release from 24 hr serum starvation (SS), showing that untagged and tagged PCNA have similar expression kinetics; AS, asyn-

chronously growing cells. Note that PCNA andmRuby-PCNAblots were imaged at different intensities to better illustrate the similar increase in PCNA expression.

(D) Quantification of data shown in (C) represented as mean ± SEM from four independent experiments.

(E) Single-cell tracks aligned to the beginning of S phase (t = 0 hr; see methodology), showing mRuby-PCNA levels during a complete cell cycle.

(F) Single cell tracks as in (E), showing that the dynamic behavior of mRuby-PCNA is conserved in non-transformed and transformed human and murine cells.

See also Figure S1.
microscopy (SPIM), which performs very well at low numerical

apertures. We therefore explored whether increased mRuby-

PCNA expression 8–10 hr after mitosis could serve as a marker

for entry into S phase at low resolution (103magnification). As an

independent reference for S phase entry, we used both tagged

endogenous cyclin A2-mVenus (Collin et al., 2013; Mansfeld

et al., 2011) and the FUCCI reporter mAG-hGem, which accumu-

lates at the G1/S transition due to anaphase-promoting com-

plex/cyclosome (APC/C) inactivation (Sakaue-Sawano et al.,
2008). Indeed, appearance of cyclin A2-mVenus and mAG-

hGem correlated strongly with mRuby-PCNA expression (Fig-

ures 3A–3C and S2B; Movies S2 and S5), with PCNA expression

preceding that of cyclin A2 and mAG-hGem by 45 and 16 min,

respectively (Figures 3C and S2B, see inserts). Thus, increased

PCNA expression provides a simple and robust measure for

the onset of S phase in single-cell analyses.

To detect the end of S phase, we used the distribution width of

mRuby-PCNA intensity as a proxy for PCNA granularity. In G1
Cell Reports 19, 1953–1966, May 30, 2017 1955



A

B C D

E

Figure 2. Loss of mRuby-PCNA Is an Early Marker of Cell Cycle Exit and Quiescence

(A) Images and quantification of asynchronously growing (AS) or 48 hr SS RPE-1 cells expressing endogenous mRuby-PCNA and histone 3.1-mTurqouise2.

(B) Single-cell tracks showing the decline of mRuby-PCNA levels during 48 hr of serum starvation.

(C) Western blot analysis of cells treated as in (A), showing the decrease of untagged and tagged PCNA in response to 48 hr of serum starvation.

(D) Quantification of pRb780 positivity in cells treated as in (A) represented as mean ± SEM from two independent experiments with greater than five technical

replicates.

(E) Images showing the decrease of mRuby-PCNA in non-transformed human and murine cells, but not in HeLa cells, in response to contact inhibition.

See also Figure S1.
and G2 phases, when replication foci are absent, uniform distri-

bution of mRuby-PCNA across the nucleus results in a narrow

distribution width of pixel intensities. In contrast, during S phase,

the distribution width increases along with the formation of

increasingly larger and thus brighter replication foci, leading to

a maximum at the end of S phase that can be used to classify

the S/G2 transition (Figures 3D and 3E). Mitosis is uniquely char-
1956 Cell Reports 19, 1953–1966, May 30, 2017
acterized by the significant drop in mRuby-PCNA levels at

nuclear envelope breakdown and confirmed by the strong in-

crease in the signal distribution width of histone 3.1 (Figures 3F

and 3G). Taken together, our approach provides a framework

for the robust and automated assignment of all cell cycle phases

at low resolution based on the dynamic behavior of endogenous

PCNA alone (Figures 3H and S2).
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(legend on next page)
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mRuby-PCNA-Based Cell Segmentation, Tracking, and
Classification
In addition to classification of cell cycle stages, the relatively

strong expression of endogenous PCNA raises the possibility

of using mRuby-PCNA to segment the nuclei of proliferating

cells. Comparison of histone-based segmentation with an

mRuby-PCNA-based approach revealed that single cells could

be reliably followed on either of the two channels, leading to

the same cell tracks (Figure 4A) during live-cell imaging. Com-

parison of nuclear sizes revealed only a minor difference be-

tween PCNA and histone strategies (Figure 4B), mainly during

G1, when PCNA levels are lower. To compensate for this effect,

we introduced an additional local re-segmentation step after

tracking (see Supplemental Experimental Procedures). Minor

differences remained after nuclear envelope breakdown, when

histone 3.1-mTurquoise2 only marks the condensed chromo-

somes whereas PCNA becomes distributed throughout the

cell. Consequently, mRuby-PCNA and cyclin A2-mVenus dy-

namics in the nucleus (Figures 4C and 4D) were almost indistin-

guishable between PCNA and histone segmentation. Finally,

both segmentation methods produced almost identical predic-

tions of the G1/S transition. Thus, endogenous mRuby-PCNA

can serve as an all-in-one cell cycle reporter in time-lapse anal-

ysis of proliferating cells.

Quantitative Determination of Endogenous Protein
Dynamics in Single Cells
An enticing feature of mRuby-PCNA as an all-in-one reporter

for segmentation, tracking, and fluorescence extraction is the

possibility of simultaneously monitoring the dynamic behavior

of other fluorescently tagged proteins within the same cell. We

therefore investigated this possibility by analyzing cyclin oscilla-

tions, a prime example of specific protein dynamics that span all

cell cycle phases. Despite their discovery more than 30 years

ago (Evans et al., 1983), endogenous cyclin oscillations have

not yet been visualized in single living cells nor have their relative

levels been quantitatively compared in a cell-cycle-dependent

manner. We created RPE-1 cell lines expressing mRuby-PCNA

together with one allele of endogenously tagged cyclin A2-

mVenus, cyclin B1-mVenus, or cyclin D1-mVenus created by

rAAV-mediated homologous recombination (Figure S3A). We

have previously shown that endogenous cyclin A2-mVenus

and cyclin B1-mVenus fusions are faithfully degraded during

mitosis, suggesting that recognition and ubiquitylation by the

APC/C is recapitulated by the fluorescently labeled fusion pro-

teins (Collin et al., 2013; Mansfeld et al., 2011). To ensure that
Figure 3. Robust Cell Cycle Classification Based on mRuby-PCNA

(A) Cell cycle phase-dependent localization of endogenous mRuby-PCNA, histon

(B and C) Representative single cell track (B) and scatterplot (C), illustrating the c

mRuby-PCNA precedes cyclin A2-mVenus on average by 45 min (insert) and is u

(D) Distribution of mRuby-PCNA intensity before (dark red) and at the end (light r

(E) The distribution width of mRuby-PCNA intensity is indicative of the S/G2 tran

(F) The maximum distribution width of histone 3.1-mTurquoise2 indicative of mi

mRuby-PCNA to the cytoplasm after nuclear envelope breakdown.

(G) Difference in estimated time of G2/M transition based on histone and PCNA

(H) Representative single-cell track with classification of cell cycle phases.

See also Figure S2.
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cell-cycle-dependent expression and accumulation of the fusion

proteins were unperturbed, we monitored the expression of the

tagged and untagged allele during release from a G1/S arrest

for cyclins A2 and B1 (Figures S3B and S3C) or after a transla-

tional shutdown by cycloheximide in the case of cyclin D1 (Fig-

ure S3D). In all cases, the expression kinetics of both alleles

was comparable and cyclin localization in the nucleus and cyto-

plasm was consistent with that expected for the corresponding

cell cycle stage (Figure S3E). We noticed, however, that tagged

cyclin D1 did not decrease as fast as the untagged allele in

response to treatment with the translation inhibitor cyclohexi-

mide, indicating a prolonged half-life of the fusion protein.

Furthermore, pull-downs with a camelid single-domain antibody

(VHH) specific for GFP from asynchronous cells confirmed that

all cyclin-mVenus fusions interacted with the corresponding

CDK1, CDK2, and CDK4 (Figures S3F and S3G). Given that all

tagged cyclins localized in a cell-cycle-dependent manner as

previously reported (Figures 3A and S3E), C-terminal tagging

of cyclins with mVenus most likely does not interfere with these

aspects of cyclin regulation.

In principle, addition of the same fluorescent tag to all cyclins

should allow quantitative comparison of cyclin behavior and

enable correlative approaches to model cell cycle decisions.

Because we only tagged one cyclin allele with mVenus, we em-

ployed quantitative western blot analysis based on linear near-

infrared detection to compare levels of tagged and untagged cy-

clins in asynchronously growing cells (Figure S4A). Whereas

the cyclin A2 fusion protein was expressed at similar levels to

the untagged allele, cyclin B1-mVenus only accounted for 30%

of total cyclin B1 whereas cyclin D1-mVenus represented 73%

of total cyclin D1. Therefore, to estimate the total cyclin levels

(tagged and untagged allele) from live-cell imaging, we ac-

counted for differences in expression by correcting the fluores-

cence measurements based on quantitative western blot anal-

ysis of both alleles (Figures S4B and S4C). Furthermore, we

standardized our fluorescence measurements using pure re-

combinant mVenus protein and exposure times that allow direct

comparison of expressed cyclins (Figures S4D and S4E; Supple-

mental Experimental Procedures).

Quantitative Analysis of Cyclin Oscillations throughout
the Cell Cycle
Taking advantage of our image analysis pipeline (Figure S2), we

extracted relative nuclear and cytoplasmic intensities for cyclins

during a complete cell cycle (mitosis to mitosis; Figures 5A–5C

and S5A–S5C; Movies S1, S2, S3, S4, and S5). As expected,
e 3.1-mTurquoise2, and cyclin A2-mVenus in living RPE-1 cells.

orrelated onset of mRuby-PCNA and cyclin A2-mVenus expression. Note that

sed to define the beginning of S phase (n = 591). See also Movie S2.

ed) of S phase.

sition.

tosis coincides with a drop in mRuby-PCNA intensity due to redistribution of

levels as illustrated in (F).
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Figure 4. mRuby-PCNA as an All-in-One Cell Cycle Reporter

(A) Representative single-cell trajectories for comparison of segmentation and tracking on histone 3.1-mTurquoise2 (blue) or mRuby-PCNA (red) images.

(B–D) Representative time courses and quantified differences between the two segmentation approaches in area (B), mRuby-PCNA (C), and cyclin A2-mVenus

levels (D). Though segmented areas can differ, especially for low levels of PCNA during G1 (B), the time point of G1/S transition is estimated very precisely with no

deviation of >0.5 hr (C) and cyclin A2-mVenus levels can be robustly quantified with <10% deviation for almost 90% of the time points with positive signal

(D; n = 36 cells).

See also Figure S2 and Movie S1.
nuclear cyclin A2 expression began at the G1/S transition and

often plateaued at the end of S phase. Starting from late S phase,

cyclin A2 also accumulated in the cytoplasm, whereas nuclear

cyclin A2 remained constant at high levels until shortly before

mitosis (Figures 3B, 5A, and S5A). In contrast, cyclin B1 was ex-

pressed only in G2 phase in the cytoplasm and entered the nu-

cleus about 20 min before mitosis, as previously described (Fig-

ures 5B and S5B; Gavet and Pines, 2010; Pines and Hunter,

1991). Notably, we also observed prominent oscillations of cyclin

D1 from mitosis to mitosis (Figures 5C and S5C). First, nuclear

cyclin D1 levels increased in early G1 phase, followed by a steep

decrease that coincided with the beginning of S phase in most

cells and a recovery toward late S and G2 phases (Figures 5C,

5D, and S5C). During the nuclear decrease, we observed no

changes in the levels of cytoplasmic cyclin D1 (Figure 5E).

Hence, cyclin D1 is either degraded in the nucleus or exported

into the cytoplasm and subsequently degraded (Alao, 2007).

By comparing how cyclin oscillations differed between single

cells, we noticed a more heterogeneous behavior of cyclin D1

compared with cyclins A2 and B1, especially during G1 phase

(compare bandwidth in Figures 5A–5C). Taken together, these
data demonstrate how quantitative protein dynamics in the nu-

cleus and cytoplasm can be extracted in a cell-cycle-dependent

manner and how quantitative imaging can be employed for com-

parisons between different endogenous PCNA reporter lines.

Parallel Determination of Distinct Protein Dynamics in
Single Living Cells
Most cell fate decisions likely involve the dynamic interplay of

more than one fate determinant. Therefore, the ability to extract

single-cell protein dynamics for multiple factors in parallel would

be of immense benefit to studies of cellular decision making and

heterogeneity. As the mRuby-PCNA-based all-in-one reporter

utilizes only a single wavelength for live-cell imaging, the dy-

namics of at least two additional proteins (tagged with yellow

and blue fluorescent proteins) can be visualized and directly

compared within the same cell. To demonstrate this feature,

we focused on cyclin D1 and p21, which have been proposed

as key determinants of cell cycle decisions but have not yet

beenmonitored in parallel within the same cell in live-cell imaging

experiments. For this, we tagged one allele of p21 with the fluo-

rescent protein mTurquoise2 on the background of endogenous
Cell Reports 19, 1953–1966, May 30, 2017 1959
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mRuby-PCNA and cyclin D1-mVenus (Figures S6A and S6B).

p21 levels were generally very low or undetectable in unper-

turbed conditions but increased dramatically in most cells after

treatment with the DNA-damaging reagent etoposide (Figures

S6C and S6D). Next, we asked how p21, cyclin D1, and PCNA

respond to extended etoposide treatment and whether the

response at the single-cell level is similar or different to that of

the entire population. The population analysis suggested that

p21, cyclin D1, and PCNA levels generally increased by the

end of the experiment (Figure S6C). However, by monitoring

the behavior of individual cells, we uncovered substantial hetero-

geneity in the kinetics of the individual proteins during the mani-

festation of the endpoint phenotype (Figure 5F). A corresponding

summary statistic is compiled in Figure 5G. Thus, our parallel

measurement of multiple cell cycle regulators in individual cells

reveals distinct heterogeneity, which was previously not acces-

sible on the population level.

Cyclin D1 Abundance Is a Poor Predictor of G1 Phase
Length
Moderate overexpression of cyclin D1 in cell lines (Jiang et al.,

1993; Quelle et al., 1993; Resnitzky et al., 1994) has been re-

ported to accelerate G1 phase and thus proliferation. Hence,

cells that enter the cell cycle with elevated levels of cyclin D,

as observed in many cancer cells, should progress to S phase

faster because less additional proliferative input is required to

inactivate Rb. The endogenous cyclin D1/PCNA reporter and

associated methodology we present here prompted us to

evaluate this prediction, especially in light of a new model of

G1 phase regulation that challenges the long-standing paradigm

(Bertoli and de Bruin, 2014; Narasimha et al., 2014). We first veri-

fied by semiquantitative PCR and proliferation analyses that cy-

clin D1 was the limiting D-type cyclin in RPE-1 cells and thus a

suitable proxy for all D-type cyclins in this setting (Figures S5D

and 6A). Next, we asked whether the amount of nuclear cyclin

D1 before mitosis in the mother or during the first 4 hr after

mitosis in daughter cells is a good predictor of G1 length. How-

ever, levels of cyclin D1 in maternal or daughter cells correlated

only weakly with the length of G1 phase within the overall popu-

lation, with mainly extremely low cyclin D1 expressing cells ex-

hibiting longer G1 phases (Figures 6B and 6C). Because the level

of cyclin D1 is not necessarily always synonymous with CDK4/6

activation, we expressed a constitutively active cyclin D1-CDK4-

mVenus fusion in addition to endogenous cyclin D1-mVenus.

Although this manipulation indeed shortened the average length

of G1 phase from 7.7 ± 3.0 to 5.6 ± 1.5 hr (Figure S5E), cyclin D1-

CDK4-mVenus levels did not correlate well with the length of G1
Figure 5. Quantitative Analysis of Cyclin Oscillations and Response of

(A–C) Quantitative cyclin dynamics of cyclins A2 (A), B1 (B), and D1 (C) in the nuc

combined levels of tagged and untagged cyclins A2, B1, and D1 according to qua

(Figures S4D and S4E). Bands around the average curves show 95%of the values

and S4.

(D and E) Histograms illustrating when cyclin D1 levels start decreasing in the nucl

(E). The mean slope of almost 0 is in agreement with the constant levels of cytop

(F) Representative single-cell tracks showing distinct dynamics of p21-mTurquo

(G) Cumulative behavior of >2,500 single living cells treated as in (F).

See also Figures S3, S4, and S6.
phase (Figure 6C), as observed for endogenous cyclin D1. We

conclude that cyclin D1 is required for proliferation but is likely

not the only time-limiting factor for the G1/S transition.

Cyclin D1 Maintains G1 Phase and Prevents the
Transition into Quiescence
Our observation that cyclin D1 levels are a poor predictor of G1

phase length supports a new model of G1 phase regulation in

which cyclin D-CDK-dependent phosphorylation of Rb prevents

cell cycle exit and differentiation (Narasimha et al., 2014). Indeed,

depletion of cyclin D1 efficiently blocked proliferation (Figure 6A)

and caused a loss of mRuby-PCNA within 48 hr, indicative of the

transition into quiescence (Figure S5G). In agreement, cyclin-D1-

depleted cells strongly accumulated the CDK2 activity sensor

DHB-Venus in the nucleus (Figures 6D and S5F), indicating a

CDK2low state that has been proposed to represent G0 (Spencer

et al., 2013). Further, chemical inhibition of CDK4 decreased

mRuby-PCNA and cyclin A2-mVenus to an even greater extent

than serum starvation. In agreement, we observed reduced Rb

phosphorylation on serines 780 and 807/811 and fewer cells ex-

pressing the proliferation marker Ki67 (Gerdes et al., 1983; Fig-

ure 6E). On the contrary, arresting cells in G1 phase by nucleolin

depletion (Kittler et al., 2007) blocked proliferation to a similar

extent as cyclin D1 depletion but only mildly affected the levels

of mRuby-PCNA (Figures 6A and S5G). Consequently, Rb phos-

phorylation and Ki67 staining were only reduced in cells with

strongly affected mRuby-PCNA (Figure S6H). Taken together,

these data highlight the utility of mRuby-PCNA as a quiescence

marker for live-cell imaging and suggest that a key role of cyclin

D-CDK4 is to maintain G1 phase and prevent cell cycle exit.

Specific Cyclin D1 Kinetics Poises Cells for Short G1
Phases
Given that total population analysis revealed a poor correlation

between cyclin D1 levels and G1 phase length, we wondered

whether there was a common hallmark that distinguishes cells

with short G1 phases from the rest. We observed that 14% of

cells with continuously decreasing levels of cyclin D1 since

mitosis (class I: Figures 5D and 6F) had significantly shorter G1

phases. Interestingly, these cells also displayed higher maternal

cyclin D1 levels compared to the total population (Figure 6G),

consistent with the possibility that the decision to proliferate or

not took place at the maternal restriction point (Chen et al.,

2013; Spencer et al., 2013). If this was the case, both sister cells

ought to have similar cyclin D1 and G1 phase kinetics. However,

68% of sister cells developed distinct cyclin D1 kinetics after

mitosis and consequently also differed in the length of G1 phase
p21, Cyclin D1, and PCNA to DNA Damage

leus or cytoplasm during a complete cell cycle. Average curves represent the

ntitative western blot analysis (Figures S4A and S4B) and quantitative imaging

. Exemplary single-cell time courses are shown in Figure S5 andMovies S2, S3,

eus (D) and the slope of cyclin D1-mVenus intensity in the cytoplasm at this time

lasmic cyclin D1 observed from mitosis to mitosis; n = 567 cells.

ise2, mRuby-PCNA, and cyclin D1-mVenus in response to 1 mM etoposide.
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(Figure 6H). This was unlikely to be due to asymmetric segrega-

tion of cyclin D1 during mitosis because both sister cells started

G1 phase with almost identical levels (rho = 0.92; Figure 6I).

Hence, in most cells, even high levels of maternal cyclin D1 do

not predict the length of G1 phase in the emerging daughter

cells, thereby suggesting that other events contribute to the de-

cisionmaking. We conclude that there is a subpopulation of cells

with distinct cyclin D1 kinetics that are potentially a hallmark of

short G1 phases and note that this insight was made possible

by the concurrent analysis of cell cycle and protein dynamics

across two cell divisions.

DISCUSSION

Here, we present endogenously tagged PCNA as an all-in-one

cell cycle reporter for advanced cell fate analyses in living cells.

Overexpression of fluorescently tagged PCNA has been used

before in cell culture and animal models (Leung et al., 2011) to

assign G1, S, and G2 phases, but this method required a second

marker, such as a fluorescently labeled histone, for automated

segmentation (Piwko et al., 2010; Schmitz et al., 2010). Further-

more, continuous overexpression of suchPCNA transgenes pre-

vents identification of the crucial fate decision to exit from G1

phase into quiescence or differentiation, where only expression

of endogenous PCNA ceases (Thacker et al., 2003; Yamaguchi

et al., 1995). We show that endogenous mRuby-PCNA faithfully

recapitulates the cell cycle expression and localization dynamics

of the untagged allele, indicating that it is a bona fidemarker of all

cell cycle phases, including quiescence. Furthermore, deriving

cell cycle kinetics from a single endogenous reporter rather

than depending on the interplay of multiple overexpressed trans-

genes simplifies imaging and analysis workflows. In proliferating

cells, PCNA-dependent segmentation, tracking, and fluores-

cence extraction is indistinguishable from that obtained with

classical histone-based methods, thereby allowing simulta-

neous visualization of up to three additional proteins within the

same cell without the need for advanced image-processing

techniques.

Altogether, endogenously tagged PCNA as an all-in-one cell

cycle reporter combines the best features of current fixed and

live-cell analyses that cannot be achieved by either approach

alone: (1) monitoring the behavior of multiple proteins in parallel

in living cells in a cell-cycle-dependent and quantitative manner;
Figure 6. Cyclin D1 Maintains G1 Phase and Prevents the Transition in
(A) Normalized proliferation of RPE-1 cells treated with the indicated esi-RNAs re

(B) Scatterplot showing maternal cyclin D1 levels before mitosis in relation to G1 p

mVenus (green)-expressing cells. Note that the expression of constitutively active

that is also supported by endogenous levels of cyclin D1.

(C) Correlation between expression level and G1 length of daughter cells derived

(D) Scatterplot showing nucleoplasmic and cytoplasmic levels of DHB-Venus in co

CDK2, a hallmark of CDK2low cells.

(E) Scatterplot showing pRb and Ki67 staining versus mRuby-PCNA levels in cel

(F) Representative single-cell tracks of nucleoplasmic and cytoplasmic cyclin D

G1 phase.

(G) G1 phase length and initial nuclear level of cyclin D1 after mitosis in cells bel

(H) Scatterplot showing the relation of G1 phase length and classification as defi

(I) Scatterplot illustrating the amount ofmaternally inherited cyclin D1 in between s

that the initial level of cyclin D1 in sister cells is highly correlated independently o
(2) defining cause-consequence relationships by relating protein

dynamics to cell cycle decisions; and (3) detecting the transition

into quiescence and cell cycle re-entry in living cells.

Using increased PCNA abundance to determine the G1/S

transition at high temporal resolution requires time-lapse exper-

iments and robust single-cell tracking. This might be challenging

in rapidly moving cells or more complex 3D structures and pre-

cludes precise cell cycle analysis from single snapshots. At least

the latter issue can be circumvented by higher resolution micro-

scopy to capture the first replication foci in S phase (Leonhardt

et al., 2000). Because mRuby-PCNA expression ceases upon

cell cycle exit, an additional segmentation marker is required

for quiescence studies. Here, we have used an endogenous

knockin of mTurquoise2 into the histone 3.1 locus to solve this

issue, but standard ectopic expression of any fluorescently

tagged DNA marker or a recently described non-toxic infrared

DNA dye for live cell imaging (Lukinavi�cius et al., 2015) are easily

accessible alternatives. Whereas creating an endogenous cell

cycle reporter appears to be more laborious than traditional

transgene-based reporters, we find that heterozygous PCNA re-

porters can be readily obtained in transformed, non-trans-

formed, and primary cells in human and murine cell culture

by rAAV-mediated homologous recombination within 1 month.

With CRISPR/Cas9 technology coming of age and the advent

of SPIMmicroscopy, we have no doubt that the presentedmeth-

odology can be easily adapted to animal models and complex

3D cultures, such as organoids.

Focusing on threemajor cyclins and p21, we demonstrate how

the endogenous all-in-one PCNA reporter can be used to corre-

late cell cycle and protein dynamics acrossmultiple independent

PCNA reporter lines and in response to perturbations. We pro-

vide a comparative and quantitative view of cyclin oscillations

by endogenous tagging of all cyclins with the same fluorescent

protein and standardized imaging procedures. Single-cell tracks

from hundreds of individual cells confirm the well-characterized

cell-cycle-dependent expression kinetics of cyclins A2 and B1

(Pines and Hunter, 1991) in the nucleus and cytoplasm, respec-

tively, and place the reduction of nuclear cyclin D1 at the G1/S

transition (Lukas et al., 1994; Pagano et al., 1994; Yang et al.,

2006). Although the average cyclin oscillations and the response

of p21 to DNA damage are in line with previous biochemical

analyses and studies of fixed cells (Di Leonardo et al., 1994;

el-Deiry et al., 1993, 1994), the different endogenous PCNA
to Quiescence
presented as mean ± SEM from three independent experiments.

hase length in daughter cells of cyclin D1-mVenus- (gray) and cyclin D1-CDK4-

cyclin D1-CDK4-mVenus does not shorten G1 phase beyond a minimum time

from the experiment shown in (B).

ntrol and cyclin D1-depleted cells. Note nuclear DHB-Venus indicates inactive

ls treated with the indicated esi-RNAs for 48 hr.

1 levels grouped into two classes according to cyclin D1 dynamics during

onging to class I and II as defined in (F).

ned in (F) in sister cells.

ister cells. Gray and dark green dots represent sister cells as defined in (H). Note

f their class.
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reporters we introduce here as a resource present a unique op-

portunity to address questions of single-cell behavior that were

previously out of reach. To illustrate the potential of this tool,

we evaluated the role of cyclin D1 in G1 phase and restriction

point regulation. This addresses two long-standing cell cycle

paradigms that are currently challenged by new insights into

the regulation of Rb activity (Narasimha et al., 2014) and the dis-

covery of a maternal restriction point (Spencer et al., 2013).

First, we demonstrate that neither the expression levels of cy-

clin D1 nor of active cyclin D1-CDK4 correlate well with G1 phase

length. This is at oddswith the classical view that progressive hy-

pophosphorylation of Rb (Ezhevsky et al., 2001; Mittnacht et al.,

1994) by increasing amounts of active cyclin D-CDK4/6 com-

plexes causes initial E2F activation and starts a cyclin-E-depen-

dent positive feedback loop that drives cells into S phase (John-

son and Skotheim, 2013). On the other hand, formation of the

active cyclin D-CDK complex appears to be one time-limiting

step in G1 phase because constitutive expression of a cyclin

D1-CDK4 fusion shortens the average duration of G1 phase.

How can these findings be reconciled with the notion that

increased cyclin D levels are a hallmark of many rapidly prolifer-

ating cancer cells (Alao, 2007)? One possible answer lies in our

observation that cyclin D1 expression maintains G1 phase and

prevents the transition into quiescence, presumably by keeping

Rb in a monophosphorylated state (Narasimha et al., 2014).

Hence, rather than accelerating the speed of the cell cycle

directly, elevated levels of cyclin D might ‘‘prime’’ cells for cell

cycle progression and thereby tilt the balance between prolifer-

ation and quiescence.

Second, we reveal distinct cyclin D1 kinetics in a subpopula-

tion of cells that are characterized by short G1 phases. Though

all of these cells are derived from parent cells with high levels

of cyclin D1, suggestive of a decision at the proposed maternal

restriction point (Chen et al., 2013; Spencer et al., 2013), we

observe the emergence of heterogeneity in both cyclin D1 levels

and G1 phase length despite the fact that both sister cells inherit

the same amount of cyclin D1. Hence, whereas cells begin inte-

grating proliferating signals prior to mitosis (Spencer et al., 2013;

Stacey, 2003), determinants other than cyclin D1, e.g., asym-

metric segregation of DNA damage, define G1 phase length

(Barr et al., 2017).

In conclusion,our studydemonstratesameansofprecisely and

simultaneously quantifying cell cycle kinetics and spatiotemporal

behavior ofmultiple endogenousproteinsat single-cell resolution.

The different endogenous reporters and the image analysis

pipeline described here provide a powerful resource to further

address the role of cyclin D1 and p21 in the maternal restriction

point and G1 phase regulation. Moreover, the all-in-one PCNA-

based reporter will enable direct studies of cause-consequence

relationships between cell cycle kinetics and cell fate determi-

nants, e.g., during reprogramming and differentiation.
EXPERIMENTAL PROCEDURES

Cell Culture and RNAi

All cells were cultured according to standard mammalian tissue culture proto-

cols as described in more detail in the Supplemental Experimental Proced-

ures. Site-specific integration of genes encoding fluorescent proteins into
1964 Cell Reports 19, 1953–1966, May 30, 2017
the genome was achieved by rAAV-mediated homologous recombination fol-

lowed by flow cytometry sorting of single cells as described previously (Collin

et al., 2013). Cells were transfected with endoribonuclease-prepared siRNA

(esi-RNA) oligos (EUPHERIA Biotech) targeting cyclin D1 (EHU153321) or nu-

cleolin (EHU080431) at 0.35 ng/mL using Lipofectamine RNAiMAX transfection

reagent (Thermo Fisher Scientific) according to the manufacturer’s instruc-

tions and analyzed after 48 hr by live-cell imaging or immunofluorescence.

Quantitative Western Blotting

Relative levels of tagged and untagged cyclins and cyclins bound to CDKs

were determined by western blotting using an Odyssey quantitative infrared

scanning system (LI-COR Biosciences) as described in detail in the Supple-

mental Experimental Procedures.

Induction of Cell Cycle Exit and Quiescence and Drug Treatment

For serum starvation, asynchronously growing cells were washed twice with

PBS followed by addition of the respective cell culture medium containing

the indicated amount of FBS for 48 hr: hTERT RPE-1 and FL83B (0% FBS);

MCF10A and HeLa (0.3% FBS); and BJ fibroblasts (0.3% FBS). For contact

inhibition, cells were grown to confluence within 5–8 days. DNA damage

was induced by the addition of 1 mM etoposide (Sigma-Aldrich; E1383) fol-

lowed by live-cell analysis for 24.5 hr, and CDK4 was inhibited by 0.5 mM

PD0332991 (Sigma-Aldrich; PZ0199).

Semiquantitative PCR Analysis

Total RNAwas isolated from asynchronous and serum-starvedRPE-1 cells us-

ing the High Pure RNA Isolation kit (Roche) according to the manufacturer’s

protocol and then cDNAwas synthesized using Affinity Script (Agilent Technol-

ogies) and analyzed according to the 2�DDCt method (Livak and Schmittgen,

2001) as described in detail in the Supplemental Experimental Procedures.

Immunofluorescence

RPE-1 cells were plated on glass coverslips 24 hr before serum withdrawal.

After 48 hr serum starvation, cells were fixed using 4% paraformaldehyde in

PBS and permeabilized with CSK buffer (25 mM HEPES [pH 7.8], 50 mM

NaCl, 1 mM EDTA, 3 mM MgCl2, 300 mM sucrose, and 0.2% Triton X-100)

for 10 min. Phosphorylated Rb was detected with anti-pRb Ser780 (D59B7;

rabbit monoclonal antibody [mAb] 8180; Cell Signaling Technology; 1:1,000),

Ser807/811 (D20B12; rabbit mAb 8516; Cell Signal; 1:2,000), and anti-Ki67

(rabbit mAb MA1-9084; Pierce; 1:2,000) antibodies.

Imaging

Automated time-lapse microscopy was performed using an ImageXpress

Micro XLS wide-field screening microscope (Molecular Devices) equipped

with 103, 0.5 numerical aperture (NA); 203, 0.7 NA; and 403, 0.95 NA Plan

Apo air objectives (Nikon) and a laser-based autofocus as described in detail

in the Supplemental Experimental Procedures.

Automated Image Analysis

Single-cell segmentation and classification was performed with Mathematica

10.4 (Wolfram Research). Custom Fiji plugins (Schindelin et al., 2012) and

CellTracker software (Scherf et al., 2013) were used for tracking. Data analysis

and visualization were done with Mathematica 10.4 (Wolfram Research).

All components of our pipelinearedescribed indetail in theSupplemental Exper-

imental Procedures, and the corresponding scripts are available upon request.

Statistical Methods

Statistical analysis was done withMathematica 10.4 (WolframResearch) using

Mann-Whitney U test for pairwise comparisons and Spearman’s rho for corre-

lation analyses.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures,

six figures, and five movies and can be found with this article online at

http://dx.doi.org/10.1016/j.celrep.2017.05.022.
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Figure S1, related to Figures 1 & 2. Histone 3.1 targeting and mRuby-PCNA reporters in non-transformed and 
transformed cells. (A) Representative Western analysis with the indicated antibodies confirming heterozygous targeting of 
PCNA. (B) C-terminal targeting of endogenous Histone 3.1 with mTurquoise2. (C) Cell cycle-dependent localization of 
endogenous mRuby-PCNA in non-transformed human MCF10A and BJ foreskin fibroblasts, murine FL83B hepatocytes 
and transformed HeLa K cells. (D) qPCR analysis of asynchronous (AS) and 48-hour serum starved RPE-1 cells (SS) 
showing a similar reduction of PCNA and mRuby-PCNA transcripts. Data are represented as mean ± SEM from three 
independent experiments (E) Immunocytochemistry for phospho Rb S780 in RPE-1 cells treated as in (D). (F) mRuby-
PCNA expression in response to serum starvation in the indicated living cell lines treated as in (D).   



	 	

 

 
 
Figure S2, related to Figures 3 & 4. Quantitative image analysis pipeline. (A) Sketch of workflow for segmentation (I) 
and tracking (II-III) of single cells, estimation of cell cycle phases (IV) and quantification of fluorescent protein levels (V). 
(B) Representative single cell track and scatter plot illustrating the correlated onset of mRuby-PCNA and FUCCI (mAG-
hGem) expression. Note that mRuby-PCNA precedes FUCCI (mAG-hGem) on average by 16 minutes (insert) and is used 
to define the beginning of S phase (n=73). See also Supplemental Movie 5. (C) Background correction method for 
quantitative read-out of fluorescence intensities. Subtracting the darkfield image D accounts for the camera-specific offset 
(i.e. the returned signal without any source of light). To account for uneven illumination, images are divided by background 
images that were derived by averaging over several time series of empty wells (containing only medium). (D) To account 
for differences between background images B and the individual background of the images I, a well-specific shift S is 
calculated and subtracted from the corrected images C. Therefore, the mode of the intensity distribution of each image C (i.e. 
the peak of the distribution) is assumed to be the mean background and is shifted to 0. (E) Quantification of cytoplasmic 
fluorescence. As major parts of the cytoplasm are often located at the poles of the nucleus (I), an ellipse is estimated that is 
prolonged along the larger nuclear axis and shortened perpendicular to it (II). The nuclear mask is expanded and subtracted 
from the ellipse, leaving two regions at the poles that are used to quantify cytoplasmic fluorescence (III). 



	 	

 
 
Figure S3, related to Figure 5. Cyclin D1 targeting and characterization of cyclin-mVenus cell lines. (A) C-terminal 
targeting of endogenous cyclin D1 with mVenus. (B, C) Representative Western analysis with the indicated antibodies of a 
release from a G1/S thymidine arrest showing the behavior of tagged and untagged cyclins A2 and B1. (D) Representative 
Western analysis with the indicated antibodies to monitor the levels of tagged and untagged cyclin D1 during a cyclo-
heximide (CHX) block and release. (E) Snapshots from living cells illustrating the cell cycle-dependent expression of 
cyclins B1, and D1-mVenus in the background of the endogenous PCNA reporter. (F) mVenus-tagged cyclins A2, B1 and 
D1 from asynchronously growing RPE-1 cells were precipitated with GFP-binder beads, separated by SDS-PAGE and 
analyzed for binding of CDK1, CDK2 and CDK4 by quantitative Western blotting using the indicated antibodies. (G) 
Quantification of three independent experiments as shown in (F). CDK binding normalized to the amount of precipitated 
mVenus-tagged cyclin is expressed as the sum of the total signal for the respective CDK.	Data are represented as mean ± 
SEM. 



	 	

 
 
Figure S4, related to Figure 5. Quantification of tagged and untagged cyclin levels and quantitative imaging.          
(A) Quantitative Western analysis with the indicated antibodies comparing the relative expression levels of tagged and 
untagged cyclins in asynchronously growing RPE-1 cells. (B) Quantification of the linear relationship between the amount 
of extract loaded and the recorded near-infrared intensity derived from Western analyses using the same antibodies as in (A). 
(C) Quantification of the relative expression level of tagged and untagged cyclins from the experiments shown in (A). The 
observed differences between the two alleles were used to derive the total amount of cyclins for the single cell analyses 
shown in Figures 5A-C.	Data are represented as mean ± SEM from three independent experiments with at least three 
technical repeats. (D) Illumination time-dependent fluorescence intensity of different concentrations of recombinant 
mVenus diluted in imaging medium compared to the autofluorescence of imaging medium alone. (E) Illumination time-
dependent fluorescence intensity of mVenus-tagged cyclins compared to the autofluorescence of imaging medium alone. 
Note, because mVenus and autofluorescence scale in the same manner, the recorded signal after background correction (see 
Supplemental Experimental Procedures) becomes independent of the exposure time for both recombinant mVenus diluted in 
imaging medium (D) and cyclin-mVenus expressed in cells (E). This enables comparison of relative cyclin expression 
levels even when different exposure times are used. 



	 	

 
 
Figure S5, related to Figures 5 & 6. Oscillations of cyclins in single cells and cell cycle dynamics of CDK4-cyclin D1-
mVenus expressing cells. (A-C) Representative single-cell tracks from five-minute time-lapse experiments showing 
quantitative cyclin oscillations from mitosis to mitosis. (D) qPCR analysis showing that cyclin D1 is the predominant D-
type cyclin expressed in RPE-1(hTERT) cells. Data represent mean values of three independent experiments normalized to 
cyclin D1. Error bars indicate SD. (E) Table showing cell cycle phase timing of RPE-1 cells expressing endogenous cyclin 
D1-mVenus or endogenous cyclin D1-mVenus and a constitutively expressed ectopic cyclin D1-CDK4-mVenus fusion, 
respectively. (F) Representative images of living cells expressing the CDK2 sensor DHB-mVenus treated with the indicated 
esi-RNA oligos for 48 hours. Note, cyclin D1-depleted cells have strongly reduced levels of mRuby-PCNA and accumulate 
DHB-mVenus  in the nucleus indicative of a quiescent CDK2low state. (G) Representative images of living cells treated with 
the indicated esi-RNA oligos for 48 hours showing that depletion of cyclin D1 but not nucleolin strongly reduces mRuby-
PCNA. (H) Immunostaining of cells treated as in (G) with pRB and Ki67 antibodies. 



	 	

 
 
Figure S6, related to Figure 5. Targeting of p21 and response of p21, cyclin D1 and PCNA to DNA damage.  
(A) C-terminal targeting of endogenous p21 with mTurquoise2. (B) Representative Western analysis using the indicated 
antibodies of endogenous mRuby-PCNA/cyclin D1-mVenus/histone3.1-mTurquoise2 and mRuby-PCNA/cyclin D1-
mVenus/p21-mTurquoise2 reporters showing heterozygous targeting of p21 with mTurquoise2. (C) Quantification of p21-
mTurquoise2, cyclin D1-mVenus and mRuby-PCNA levels in living cells treated with 1 µM etoposide for the indicated 
time. (D) Montage of time-lapse images of cells treated as in (C).  



	 	

Supplemental Experimental Procedures 
 
Cell Culture 
Parent hTERT RPE-1 cells, hTERT RPE-1 cyclin A2-mVenus and hTERT RPE-1 cyclin B1-mVenus were a kind gift from 
Jonathon Pines (ICR, London, UK), parent MCF10a cells from Chris Bakal (ICR, London, UK), and FL83B hepatocytes 
from Marc Bickle (MPI-CBG Dresden, Germany). BJ-fibroblasts were obtained from the American Type Culture 
Collection (ATCC). hTERT RPE-1 cells were cultured in DMEM/F12 (Sigmaaldrich, St. Louis, MO, USA) supplemented 
with 10% (v/v) FBS, 1% (v/v) penicillin-streptomycin, 1% (v/v) Glutamax, 0.5 µg/mL Amphotericin B and sodium 
bicarbonate. HeLa cells were maintained in Advanced DMEM (Gibco) supplemented with 2% FBS, 1% (v/v) penicillin-
streptomycin, 1% (v/v) Glutamax and 0.5 µg/mL Amphotericin B. MCF10A cells were cultured in DMEM/F12 (Invitrogen, 
Carlsbad, CA) supplemented with 5% FBS, 1% (v/v) penicillin-streptomycin, 20 ng/mL EGF, 0.5 mg/mL hydrocortisone, 
10µg/mL insulin and 100 ng/mL cholera toxin. BJ fibroblasts were grown in Eagle's Minimum Essential Medium (EMEM) 
(LGC Standards, Teddington, UK)) supplemented with 10% FBS and 1% (v/v) penicillin-streptomycin. FL83B were 
cultured in F-12K Nut Mix (Gibco) supplemented with 10% FBS and 1% (v/v) penicillin-streptomycin. To generate stable 
cell lines expressing active CDK4-cyclinD1 complexes, the endogenous RPE-1 mRuby-PCNA/cyclin D1-mVenus/histone 
3.1-mTurquoise reporter was electroporated with a plasmid encoding a fusion of Flag-tagged human CDK4, murine cyclin 
D1 and mVenus tagged with a hemagglutinin (HA) tag and a minimized auxin-inducible degron, followed by selection for 
stable integrants with 400 µg/ml neomycin. 
 
Quantitative Western blotting and GFP-binder pull down 
For determination of the relative amount of tagged and untagged cyclins, cells and GFP-Binder pull downs were directly 
lysed in 1x NuPAGE LDS buffer (Thermo Fisher Scientific, Waltham, MA, USA) or extracted on ice for 25 minutes in 30 
mM Hepes pH=8.0, 175 mM NaCl, 2.5 mM MgCl2, 0.5 % NP-40 supplemented with 1 mM PMSF, 1mM DTT and an 
EDTA-free Protease inhibitor cocktail (Sigmaaldrich), followed by clearance of lysates at 16,000 g for 15 minutes. Note 
that the signal for cyclin detection using the indicated antibodies showed a linear relationship with the extract loaded in the 
range used for comparison of tagged and untagged cyclins (Figure S4B). mVenus-tagged cyclins were precipitated with a 
recombinantly expressed GFP-binder (kind gift of Thomas Surrey, Francis Crick Institute London, UK) cross-linked to 
Dynabeads M-270 carboxylic acid (Thermo Fisher Scientific), washed extensively with 50 mM tris-HCl pH=8.0, 250 mM 
NaCl, 0.5% NP-40 and eluted with 1x NuPAGE LDS buffer. Proteins were separated by SDS-PAGE and analyzed by 
Western blotting using quantitative infrared scanning system (Odyssey, LICOR, Lincoln, Nebraska, USA) with the 
indicated antibodies: anti-β-actin (Sigmaaldrich, A5441, 1/5000), anti-GAPDH (Santa Cruz, Dallas, Texas, USA.  sc-20357, 
1:1000), anti-PCNA (Cell Signaling, Danvers, MA. 13110, 1:1000), anti-cyclin B1 (GNS1, BD Pharmingen, San Jose, CA, 
USA. 554177, 1:1000), anti-cyclin A2 (custom mouse monoclonal, 1:1000), anti-cyclin D1 (DCS) (Santa Cruz, sc-20044, 
1:200), anti-α-tubulin (Sigmaaldrich, T5167, 1:5000), anti-CDK1 (BD Biosciences, 610038, 1:5000), anti-CDK2 (BD 
Biosciences, 610146, 1:2500), anti-CDK4 (Cell Signaling, 12790, 1:1000), anti-p21 (Cell Signaling, 2947, 1:1000), anti-
GFP (custom MPI-CBG, 1:5000). Note that the signal for cyclin detection using the indicated antibodies showed a linear 
relationship with the extract loaded in the range used for comparison of tagged and untagged cyclins (Figure S4B).  
 
Semi-quantitative qPCR analysis 
Relative expressions of the endogenous PCNA gene and the mRuby tagged allele were quantified using SYBR®Green-
based qPCR kit (Promega, Madison, WI, USA) using the following primers: GAPDH forward 5’-
AGATCCCTCCAAAATCAAGTGG-3’, GAPDH reverse 5’-GGCAGAGATGATGACCCTTTT-3’, PCNA forward 5’-
CTAAAATGCGCCGGCAATGA-3’, PCNA reverse 5’-TCTCCTGGTTTGGTGCTTCA-3’, mRuby-PCNA forward 5’-
AAAGGCTGGAAGAGTCCG-3’, mRuby-PCNA reverse 5’-GGACATACTGGTGAGGTTCACG-3’, cyclin D1 forward 
5’-GACCCCGCACGATTTCATTG-3’, cyclin D1 reverse 5’-AATGAACTTCACATCTGTGGCA-3’, cyclin D2 forward 
5’-GAGGCGGTGCTCCTCAATAG-3’, cyclin D2 reverse 5’-CTCACAGGTCGATATCCCGC-3’, cyclin D3 forward 5’-
TGGAGACTGGCTCTGTTCGG-3’, cyclin D3 forward 5’-GCTCCTCACATACCTCCTCGT-3’. 
 
Imaging 
Automated time-lapse microscopy was performed using an ImageXpress Micro XLS wide-field screening microscope 
(Molecular Devices, Sunnyvale CA, USA) equipped with a 10x, 0.5 N.A., 20x, 0.7 NA, and 40x, 0.95 NA Plan Apo air 
objectives (Nikon, Tokyo, Japan) and a laser‐based autofocus. During the experiment, cells were maintained in a stage 
incubator at 37°C in a humidified atmosphere of 5% CO2. All cell lines were grown in 96-well plastic bottom plates (µclear, 
Greiner Bio-One, Kremsmünster, Austria). Live-cell imaging was performed in the specific medium for the cell line, except 
for RPE-1 cells, where a modified DMEM containing 10% (v/v) FBS, 1% (v/v) penicillin-streptomycin, 1% (v/v) Glutamax, 
and 0.5 µg/mL Amphotericin B was used without phenol red and riboflavin to reduce auto fluorescence (Schmitz and 
Gerlich 2009). Images of the cells were acquired every 5 minutes for time courses of 48 h using a Spectra X light engine 



	 	

(Lumencor, Beaverton, OR, USA), and a sCMOS (Andor, Concord, MA, USA) camera with binning = 1 and the indicated 
filter setup: CFP (Ex: 438/24; Dic: 426-450/467-600; Em: 483/32), TXRed (Ex: 562/40; Dic: 530-585 / 601-800; Em: 
624/40), and YFP (Ex: 500/24; Dic: 488-512 / 528-625; Em: 542/27). Exposure times (cyclin A2-mVenus and cyclin D1-
mVenus, 300 ms; cyclin B1-mVenus, 500 ms) for an optimal signal-to-noise ratio during quantitative mVenus imaging 
were determined according to a dilution series of recombinant mVenus and different exposure times of cyclin-mVenus-
expressing cells as shown in Figures S4D and S4E.  
 
Segmentation and tracking 
Cell nuclei were segmented based on histone or PCNA expression. To estimate background fluorescence, we imaged 
several wells that only contained medium. Those sequences were used to compute a time course of background intensities. 
To correct for uneven illumination, we used the ratio between raw images and background for further analysis. Cell nuclei 
were segmented by thresholding with a subsequent watershed filtering. Single cell tracking was performed using a nearest 
neighbor method implemented in Fiji (Schindelin et al. 2012). Subsequently, we included a manual post-processing step to 
eliminate tracking errors and obtain reliable tracks of complete cell cycles. For this, we used an enhanced version of the 
software tool CellTracker (Scherf et al. 2013). 
In contrast to the histone signal, PCNA expression changes considerably during cell cycle. Using this channel for both 
tracking and shape segmentation of nuclear boundaries requires an additional re-segmentation step. Whereas the global 
watershed segmentation is sufficient for localization of the cell object, we applied a secondary local adaptive binarization in 
a window of 100x100 pixels that was defined around the cell centroid. Mean and standard deviation of intensity values 
allowed estimation of an individual threshold for each cell object. This step improves segmentation both for low PCNA 
intensities during G1 phase and for high intensities during G2 phase. 
A partial segmentation of the cytoplasm was obtained by fitting an ellipse along the longer axis of the segmented nucleus 
and subtracting the dilated nuclear mask (Fig. S2E). 
 
Quantification of intensity levels 
For background correction, the camera offset D (obtained as a darkfield image) was subtracted from both the time series of 
fluorescence images It and the time series of background images Bt (obtained by imaging wells that contain no cells but 
medium). The corrected images Ct were then defined as the ratio of pixel intensities between raw image and background 
image, subtracted by 1: 
 

𝐶! =
𝐼! − 𝐷
𝐵! − 𝐷

− 1 

 
Intensity values of 0 correspond to background intensity, whereas values of 1 correspond to intensities that are twice as high 
(Fig. S2C). 
Differences in mean intensities between different image sequences with or without cells may result from different pH levels 
or fluorescence secretion by cells themselves. These moderate differences between the median background and the actual 
images were accounted for by estimating an individual shift St for each well and each time point t, which was additionally 
subtracted from the intensity values: 
 

𝐶!! =
𝐼! − 𝐷
𝐵! − 𝐷

− 1 − 𝑆! 

 
We obtained St as the mode of the distribution of intensity values (i.e. the highest peak), as we suppose this to be the mean 
background level (Fig. S2D). The corrected images Ct

S were then used to read out the cyclin kinetics of each tracked cell by 
taking the mean fluorescent signal within each segmentation mask, i.e. by dividing the sum of all pixel intensities by the cell 
area (see supplemental movies). 
 
  



	 	

Classification of cell cycle phases  
For all cells that were tracked completely from mitosis to mitosis, cell cycle phases were classified according to the 
following criteria, which are solely based on the time courses of PCNA expression and can be detected in an automated 
manner. 
 
 
1. Transition from G1 to S phase (cf. Fig. 3B and 3C): Mean PCNA expression decreases during G1 and starts to 

increase at transition to S phase. We detect this reversal by a local linear regression (broken-stick approach). In 
particular, for each time point we determined two linear regressions using all measurements two hours prior to and 
two hours after this point. The transition between G1 and S phase was assigned to the point with the smallest angle 
between the two regressions, in which the second slope increases. This corresponds to the onset of increasing 
PCNA expression. 
  

2. Transition from S to G2 phase (cf. Fig 3D and 3E): PCNA replication foci are formed during S phase and 
disappear at the transition from S to G2. These changes are reflected in the heterogeneity of PCNA pixel intensities, 
which can be quantified with the range between the 1% and 99% quantiles of the pixel intensity distribution. The 
time point of transition from S to G2 is defined as the point when the intensity range decreased from its highest 
peak. 

 
 

3. Transition from G2 to mitosis (cf. Fig. 3F and 3G): At the start of mitosis, the nucleus dissolves and PCNA is 
distributed into the cytoplasm. This is reflected in a sharp decrease of the mean intensity level. The time point of 
transition from G2 to mitosis is defined as the start of the decrease. 
 

 
After classification, all time courses were manually checked for consistency. Those that showed ambiguous signals or clear 
misclassification were excluded from further analysis.  
 
 
Software 
Single cell segmentation was done with Mathematica 10.4 (Wolfram Research Inc., Long Hanborough, UK). A self-written 
plug-in in Fiji (Schindelin et al. 2012) and in-house software CellTracker (Scherf et al. 2013) were used for tracking. Data 
analysis and visualization were done with Mathematica 10.4 (Wolfram Research Inc.), Prism (GraphPad, La Jolla, CA, 
USA) and ImageStudioLite (LI-COR).  
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