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Supplementary Figure 2. Scatterplot comparing the classification error based on cross-validation when the 

training data were normalized once before-hand versus when the training data were re-normalization within 

K-fold cross-validation (that is, the K-1 folds data was re-normalized and the K
th

 fold was frozen normalized to 

the K-1 fold). 

 

 



 

 

Supplementary Figure 3. Boxplots of classification error rates based on 1,000 simulated datasets under a 

confounding or balanced design using the PAM method, after applying a batch effect correction method (A. 

ComBat; B. SVA; C. RUV4) either alone or followed by quantile normalization. 

 

A. ComBat 

 

 



 

 

 

B. SVA 

 

 



 

 

 

C. RUV-4 

  

 



 

 

 

Supplementary Figure 4. Boxplots of classification error rates based on 1,000 simulated datasets under a 

confounding or balanced design using the LASSO method. The error rate was estimated with (1) cross-

validation and (2) external validation using the corresponding test set (with the same training-versus-test 

sample-split) from the uniformly-handled data. The x-axis indicates the array-assignment design and the 

normalization status of the training data. 

A. Analysis of the uniformly-handled data 

 



 

 

 

B. Analysis of the simulated data 

 



 

 

 

Supplementary Figure 5. Boxplots of classification error rates based on 1,000 simulated datasets under a 

confounding or balanced design using the PAM method, when the biological signal was strong. The error rate 

was estimated with (1) cross-validation and (2) external validation using the corresponding test set (with the 

same training-versus-test sample-split) from the uniformly-handled data. The x-axis indicates the array-

assignment design and the normalization status of the training data. 

 

 

 



 

 

Supplementary Figure 6. Boxplots of classification error rates based on 1,000 simulated datasets under a 

confounding or balanced design using the PAM method, when the amount of handling effects was amplified. 

The error rate was estimated with (1) cross-validation and (2) external validation using the corresponding test 

set (with the same training-versus-test sample-split) from the uniformly-handled data. The x-axis indicates the 

array-assignment design and the normalization status of the training data. 

 

 

 



 

 

 

Supplementary Figure 7. Simulation results for a second split of samples to training set and test set. 

A. PAM 

 



 

 

 

B. LASSO 

 

 


