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FIG. 3: Subsample analysis of regression of predicted vs. actual spread. To get a better feeling for the true errors in this
estimation (as opposed to standard errors which are certainly too small), we divide the data into subsamples (using the same
temporal period for each stock) and apply the regression to each subsample. (a) (top left) shows the results for the intercept,
and (b) (top right) shows the results for the slope. In both cases we see that progressing from right to left, as the subsamples
increase in size, the estimates become tighter. (c) and (d) (next row) shows the mean and standard deviation for the intercept
and slope. We observe a systematic tendency for the mean to increase as the number of bins decreases. (e) and (f) show the
logarithm of the standard deviations of the estimates against log n, the number of each points in the subsample. The line
is a regression based on binnings ranging from m = N to m = 10 (lower values of m tend to produce unreliable standard
deviations). The estimated error bar is obtained by extrapolating to n = N . To test the accuracy of the error bar, the dashed
lines are one standard deviation variations on the regression, whose intercepts with the n = N vertical line produce high and
low estimates.

regression estimated standard bootstrap low high
spread intercept 0.06 0.21 0.29 0.25 0.33
spread slope 0.99 0.08 0.10 0.09 0.11
diffusion intercept 2.43 1.22 1.76 1.57 1.97
diffusion slope 1.33 0.19 0.25 0.23 0.29

TABLE II: A summary of the bootstrap error analysis described in the text. The columns are (left to right) the estimated
value of the parameter, the standard error from the cross sectional regression in Fig. 6, the one standard deviation error bar
estimated by the bootstrapping method, and the one standard deviation low and high values for the extrapolation, as shown
in Figs. 3(e-f) and 4(e-f).


