
Thermodynamic fitting
In general, faster-folding λ6-85 mutants have larger ‘native’ baselines than slower

folding mutants during heat denaturation (3).  Such discrepancies are usually neglected in
two-state fits, where arbitrary linear or higher order baselines are fitted, and no
explanation is given why the native or denatured states should have temperature-
dependent probe signals.  (In some cases, such temperature dependences may indeed be
‘trivial’ variations of the probe itself with temperature, but this is generally not tested
with model compounds or otherwise verified.)

To fit the thermodynamic data with the model free energy surface in figure 5, the
model’s native/denatured populations were not adjusted any further, and the same
dividing surfaces as for the kinetic fits were used.  Because the model switches from a
type 0 to a type 1 scenario to account for the merging of the IR and fluorescence kinetic
time scales, it also correctly predicts the cooperativity and small variation of melting
temperatures Tm determined by different techniques.  The discrepancy between the
melting temperature of the IR spectrum and fluorescence decay lifetime observables
remains small, ΔTm = 1 °C.  This is to be contrasted with a 0.5 °C observed in the steady-
state FTIR, fluorescence intensity, and circular dichroism data.

Such close Tm and sigmoidal shape are usually taken to imply a two state transition
even at low temperatures where the native state is more stable than the denatured state.
The free energy surface for 55 °C (about 16 °C below the melting midpoint) in figure 5C
shows that such an extrapolation is not warranted unless the nature of the baselines is
fully understood.  On the other hand,  a purely type 0 fit, as used for the thermodynamics
of protein BBL (4, 5),  does not yield the observed merging of IR and fluorescence
kinetic time scales.  Our thermodynamic and kinetic results are thus best compatible with
a type 1 scenario above the denaturation midpoint, and a type 0 scenario only below it.

Model surfaces with explicit traps
We previously reported that model surfaces with

explicit small traps along the reaction coordinate equally
well fit the experimental data, compared to smooth
surfaces where the traps are subsumed in a smaller value
of the diffusion coefficient (3, 6).  Figure S1 schematically
summarizes our other attempts to fit different smooth or
multi-well potentials to the kinetic and thermodynamic
data.

Case A (two-state, barrier > 3 kT) cannot reproduce
the different IR and fluorescence timescales and
thermodynamics, no matter where the dividing surfaces
are placed.  When the  barrier exceeds 3 kT, the “IR” and
“fluorescence” signals coincide, unless the dividing
surfaces are placed deep within one of the wells (in which
case the thermodynamics cannot be fitted).

Case B, the classic scenario of a rapidly formed
intermediate, cannot reproduce the relative amplitudes of
the fast and slow phases and their temperature
dependence, no matter where the dividing surfaces are
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Fig. S1. Different types of
double well (A), multi-well (B-
D) or single well (E = downhill)
potentials considered in
Langevin simulations.


