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1. Proof of WD(G1, G2) = WD(g1, g2) + op(n
3/2)

For i, j = 1, . . . , n, let G2ij = G2(Y2i ∧ Y2j), g2ij = g2(Y2i ∧ Y2j), G1ij = G1(Y1i ∧ Y1j , Y2i ∧ Y2j) and g1ij = g1(Y1i ∧
Y1j , Y2i ∧ Y2j). We can write WD(G1, G2) = WD(g1, g2) + SR1 + SR2, where SR1 = SR12 + SR11 and SR2 =

SR21 + SR22

SR12 = −
n∑
i=1

n∑
j=1

Zi(1− Zj)(W2ij − L2ij)
G2ij − g2ij

g2
2ij

,

SR11 = −
n∑
i=1

n∑
j=1

Zi(1− Zj)Ω2ij(W1ij − L1ij)
G1ij − g1ij

g2
1ij

,

SR22 =

n∑
i=1

n∑
j=1

Zi(1− Zj)(W2ij − L2ij)
(G2ij − g2ij)

2

G2ijg2
2ij

,

SR21 = −
n∑
i=1

n∑
j=1

Zi(1− Zj)Ω2ij(W1ij − L1ij)
(G1ij − g1ij)

2

G1ijg2
1ij

.

By Conditions 1 and 2, infi,j min{G2ij , g2ij , G1ij , g1ij} is bounded away from zero and that supi,j |G2ij − g2ij | =
o(n−1/4) and supi,j |G1ij − g1ij | = o(n−1/4) almost surely, therefore, the remainders SR22 = o(n3/2) and SR21 =

o(n3/2) almost surely. Next we shall show SR12 = op(n
3/2) and SR11 = op(n

3/2). We shall only show the case for
SR11 because the case for SR12 can be similarly proved. Let V1kij = V1k(Y1i ∧ Y1j , Y2i ∧ Y2j), Condition 1 indicates that
SR11 = S̃R11 + o(n3/2) almost surely, where

S̃R11 = −
n∑
i=1

n∑
j=1

Zi(1− Zj)Ω2ij(W1ij − L1ij)
n−1

∑n
k=1 V1kij

g2
1ij

.
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Apparently, S̃R11 is a U-statistic of order 3. We denote the summand in S̃R11 as Xijk, i, j, k = 1, . . . , n. For
mutually different i, j, k, by the conditions on V1k(y1, y2),E(Xijk | Oi) = E{E(Xijk | Oi, Oj)} = 0 andE(Xijk | Oj) =

E{E(Xijk | Oi, Oj)} = 0. And, under H0, because V1kij is symmetric in i and j, a similar calculation like the proof of
the formula (3) in the Appendix of the main body will show that E(Xijk | Ok) = 0. Therefore, the U-statistic S̃R11 is
degenerate with var{S̃R11} = o(n3), which, by Chebyshev’s inequality, implies S̃R11 = op(n

3/2) as desired.

2. Proof of Eq. (5) the approximation for n−1WD(g1, g2)

Using the notations in Section 1 of this supporting web materials, we can denote the summand of the U-statistic
n−1WD(g1, g2) as Qij , i, j = 1, . . . , n, where

Qij = Zi(1− Zj)
{W2ij − L2ij

g2ij
+

Ω2ij(W1ij − L1ij)

g1ij

}
.

BecauseQij , i, j = 1, . . . , n are bounded with mean zero underH0, using the exponential inequalities for U-statistics[1, 2],
we can show that

n−1WD(g1, g2) =

n∑
i=1

E(Qij | Oi) +

n∑
j=1

E(Qij | Oj) + o(n1/2)

almost surely. Note the main terms on the right hand side are the Hajek’s projection [3] of the U-statistic
n−1WD(g1, g2). Switching i and j in the second term and then combining it with the first term, we get

∑n
i=1E(Qij +

Qji | Oi). By definition, for any i, j = 1, . . . , n and k = 1, 2, Wkji = Lkij , Ω2ij = Ω2ji, g2ij = g2ji and g1ij = g1ji,
therefore Zi(1− Zj)(W2ij − L2ij) + Zj(1− Zi)(W2ji − L2ji) = (Zi − Zj)(W2ij − L2ij) and Zi(1− Zj)Ω2ij(W1ij −
L1ij) + Zj(1− Zi)Ω2ij(W1ji − L1ji) = (Zi − Zj)Ω2ji(W1ij − L1ij). With these, we find

Qij +Qji = (Zi − Zj)
{W2ij − L2ij

g2ij
+

Ω2ij(W1ij − L1ij)

g1ij

}
,

which completes the proof.

3. Optimality of WD(g1, g2) under contiguous alternatives

For simplicity, we further assume that the study ends at a time point τ such that subjects survive at τ will be
censored and the cumulative hazards Λc1 and Λc0 are continuous in (0, τ) with only a jump at τ . Let µ2(dt2) =

{r20(t2)r21(t2)/r2(t2)}λ2(t2)dt2 and µ1(dt1, dt2) = {r10(t1, t2)r11(t1, t2)/r1(t1, t2)}λ1(t1 | t2)dt1Λa(dt2).
Under a sequence of contiguous alternatives: λ

(n)
2 (t2) = {1− n−1/2Θ2n(t2)}λ2(t2) and λ

(n)
1 (t1 | t2) = {1−

n−1/2Θ1n(t1, t2)}λ1(t1 | t2) such that Θ2n(t2)→ θ2(t2) and Θ1n(t1, t2)→ θ1(t1, t2) with θ2 ≥ 0 and θ1 ≥ 0, we
calculate

n−3/2E{WD(g1, g2)} =

∫
t2≤τ

r2(t2)θ2(t2)

g2(t2)
µ2(dt2) +

∫
t1≤t2≤τ

r1(t1, t2)θ1(t1, t2)

g1(t1, t2)
µ1(dt1, dt2) + o(1)

=

∫
0≤t1≤t2≤τ

r(t1, t2)θ(t1, t2)

g(t1, t2)
µ(dt1, dt2) + o(1)

where r(t1, t2) = I(t1 = 0)r2(t2) + I(t1 > 0)r1(t1, t2), θ(t1, t2) = I(t1 = 0)θ2(t2) + I(t1 > 0)θ1(t1, t2), g(t1, t2) =

I(t1 = 0)g2(t2) + I(t1 > 0)g1(t1, t2) and µ(dt1, dt2) = dI(t1 ≥ 0)µ2(dt2) + µ1(dt1, dt2).
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In the end of this section, we calculate that, under the sequence of contiguous alternatives,

var{n−3/2WD(g1, g2)} =

∫
0≤t1≤t2≤τ

ψ(t1, t2)µ(dt1, dt2) + o(1), (S1)

where ψ(t1, t2) = I(t1 = 0)ψ2(t2) + I(t1 > 0)ψ1(t1, t2) with ψ2(t2) = r2
2(t2)/g2

2(t2) and

ψ1(t1, t2) =
r2
1(t1, t2)

g2
1(t1, t2)

{
1 + Λ̃c(dt2)− Λ̃c(dt2)

Λa(dt2)

}
+2

∫
t1≤t′2<t2≤τ

r1(t1, t2)

g1(t1, t2)

r1(t1, t
′
2)

g1(t1, t′2)
Λ̃c(dt

′
2)

+2

∫
t′1≤t1

r1(t′1, t2)

g1(t′1, t2)
λ1(t′1 | t2)dt′1ηg1(t1, t2)

+2I(t2 < τ)
r2(t2)

g2(t2)
ξg2(t2)ηg1(t1, t2),

with

Λ̃c(dt2) =
r10(t1, t2)Λc0(dt2) + r11(t1, t2)Λc1(dt2)

r1(t1, t2)
=
r20(t2)Λc0(dt2) + r21(t2)Λc1(dt2)

r2(t2)
,

ηg1(t1, t2) =

∫
t1≤t′2<t2≤τ

r1(t1, t
′
2)

g1(t1, t′2)

{λ1(t1 | t′2)

λ1(t1 | t2)
− 1
}

Λ̃c(dt
′
2)

and

ξg2(t2) = 1 +
2Λ2(dt2) + g2(dt2)/g2(t2)

Λa(dt2)

=

{
1 + 2Λ2(dt2)

Λa(dt2) , if g2 = 1,

1 + Λ2(dt2)
Λa(dt2) −

Λ̃c(dt2)
Λa(dt2) , if g2 = r2.

If λ1(t1 | t2) is a nonincreasing function of t2 for any given t1, then ηg1(t1, t2) ≥ 0, which implies ψ1(t1, t2) > 0. To
maximize the power, one needs to maximize

eg1,g2 =

∫
0≤t1≤t2≤τ

r(t1, t2)θ(t1, t2)

g(t1, t2)
µ(dt1, dt2)

{
∫

0≤t1≤t2≤τ ψ(t1, t2)µ(dt1, dt2)}1/2
.

We can apply the Cauchy-Schwartz inequality to get

e2
g1,g2 ≤

∫
0≤t1≤t2≤τ

r2(t1, t2)θ2(t1, t2)

g2(t1, t2)ψ(t1, t2)
µ(dt1, dt2).

The equality is obtained when

r(t1, t2)θ(t1, t2)

g(t1, t2)
= constant× ψ(t1, t2). (S2)

If θ2 and θ1 are fixed, we can use this relationship to find the best weights g2 and g1. On the contrary, if g2 and g1 are
fixed, one may find θ2 and θ1 and the corresponding contiguous alternatives under which the weighted win-loss statistic
is optimal. In particular, if θ2(t2) is a constant so the proportional hazards assumption holds for the terminal event, one
may choose g2 = r2 to maximize the power, in which case, log-rank test statistic is used for the terminal event. However,
in the presence of related non-terminal event, this solution is not unique. For example, if g2 = r2 and g1 = r1, we have
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θ2(t2) = constant and θ1(t1, t2) = constant× ψ1(t1, t2), but since we can also write

var{n−3/2WD(G1, G2)} =

∫
t2≤τ

ψ2(t2)µ2(dt2) +

∫
t2≤τ

ψ̃2(t2)µ2(dt2)

where ψ̃2(t2) =
∫
t1≤t2

ψ1(t1,t2)µ1(dt1,dt2)
µ2(dt2) , then θ2(t2) = constant× {1 + ψ̃2(t2)} and θ1(t1, t2) = 0 is also a solution.

Please note that in this case, the maximum obtainable power is not changed but the ways of achieving it are not unique.
Furthermore, because rθ/g ≥ r2θ2/g2, the weighted win difference has a better efficiency than the weighted log-rank
statistic based on the terminal event only.

To assume that λ1(t1 | t2) is a nonincreasing function of t2 for any given t1, we actually assume that for any t1 ≤ t2,

pr(T2 = t2, T1 = t1)

pr(T2 ≥ t2, T1 = t1)
≥ pr(T2 = t2, T1 ≥ t1)

pr(T2 ≥ t2, T1 ≥ t1)
(S3)

which is satisfied if for all t1 ≤ min(t′1, t2)

pr(T2 = t2, T1 = t1)

pr(T2 ≥ t2, T1 = t1)
≥ pr(T2 = t2, T1 = t′1)

pr(T2 ≥ t2, T1 = t′1)
.

Apparently, if the condition (S3) is satisfied, then under the contiguous alternatives, the weighted win difference will
have a better power than the weighted log-rank statistic for the terminal event, provided that the weight function for the
nonterminal event is suitably selected. This makes sense as when the nonterminal event and terminal event are positively
correlated satisfying the condition (S3), the inclusion of the nonterminal event can improve the efficiency of the marginal
analysis of the terminal event.

It remains to find the variance of WD(g1, g2) under H0 in (S1). To do so, we find

E
{ (Zi − Zj)(L2ij −W2ij)

g2(Y2i ∧ Y2j)

∣∣∣Oi}
=

δ2ir2(Y2i)

g2(Y2i)

{
Zi −

r21(Y2i)

r2(Y2i)

}
−
∫

r2(t2)

g2(t2)

{
Zi −

r21(t2)

r2(t2)

}
I(Y2i ≥ t2)λ2(t2)dt2

= B11i −B12i, say.

and

E
{ (Zi − Zj)Ω2ij(L1ij −W1ij)

g1(Y1i ∧ Y1j , Y2i ∧ Y2j)

∣∣∣Oi}
=

δ1i(1− δ2i)r1(Y1i, Y2i)

g1(Y1i, Y2i)

{
Zi −

r11(Y1i, Y2i)

r1(Y1i, Y2i)

}
−(1− δ2i)

∫
r1(t1, Y2i)

g1(t1, Y2i)

{
Zi −

r11(t1, Y2i)

r1(t1, Y2i)

}
I(Y1i ≥ t1)λ1(t1 | Y2i)dt1

+δ1i

∫
r1(Y1i, t2)

g1(Y1i, t2)
I(Y2i > t2 ≥ Y1i)Qi(Y1i, dt2)

−
∫
t1≤t2

r1(t1, t2)

g1(t1, t2)
I(Y1i ≥ t1, Y2i > t2)Qi(t1, dt2)λ1(t1 | t2)dt1

= B21i −B22i +B31i −B32i, say,

where, for i = 1, . . . , n,

Qi(t1, t2) =

∫
t1≤s≤t2

Zir10(t1, s)Λc0(ds)− (1− Zi)r11(t1, s)Λc1(ds)

r1(t1, s)
.
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We need to compute E{(B11i −B12i +B21i −B22i +B31i −B32i)
2}. By definition, we have E{(B11i −B12i)(B21i −

B22i)} = 0. We calculate

E{(B11i −B12i)
2} =

∫
t2≤τ

r2
2(t2)

g2
2(t2)

µ2(dt2),

E{(B21i −B22i +B31i −B32i)
2} =

∫
t1≤t2≤τ

r2
1(t1, t2)

g2
1(t1, t2)

{
1 + Λ̃c(dt2)− Λ̃c(dt2)

Λa(dt2)

}
µ1(dt1, dt2)

+2

∫
t1≤t′2<t2≤τ

r1(t1, t2)

g1(t1, t2)

r1(t1, t
′
2)

g1(t1, t′2)
Λ̃c(dt

′
2)µ1(dt1, dt2)

+2

∫
t1≤t2≤τ

{∫
t′1≤t1

r1(t′1, t2)

g1(t′1, t2)
λ1(t′1 | t2)dt′1

}
ηg1(t1, t2)µ1(dt1, dt2)

2E{(B11i −B12i)(B31i −B32i)} = 2

∫
t1≤t2<τ

r2(t2)

g2(t2)
ξg2(t2)ηg1(t1, t2)µ1(dt1, dt2).
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