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SUPPLEMENTARY MATERIAL
Appendix A: Neuronal equations

The dynamics of the spiking neurons on the ROLLS chip can be approximated by the differential equation
Eqgs. (1H3]), obtained by performing circuit analysis:

1a
dImem %ﬁ”([m — ]ahp — ]T) + %(Imem + ]th) - Imem(l + [hp)

T = —, (1)
dt (1+ 7,2
dIahp Ithahp

Tahp di = ]Tahp ICau(t) - Iahzn ()

where ;¢ is the membrane potential, Iy, is the adaptation current, u(t) is a step function that is one
during spikes and zero otherwise, I and I, are time constant currents, /;h and Iy, are currents
through N-type MOSFETs, 7 and 7,4, are time constants, and I;;, is the input current from the synapses.

The time constants are dependent on the time constant currents and can be calculated by:

C U
S mem T7 (3)
KLt
where « is a MOSFET property, Ur is the thermal potential, and Ciy;ep, is the membrane capacitance. 7p,

is calculated similarly except it substitutes I- with 1.4, and Cy,er, With Cp,.

These equations approximate an adaptive integrate-and-fire dynamics (Brette and Gerstner, 2005) .
Appendix B: Biases of the ROLLS chip used in our experiments

Table[T|shows the biases used for our experiments to set-up non-plastic connections between the neuronal
populations; Table [2{ shows biases for the integrate-and-fire neurons on chip. Each bias corresponds to a
current, supplied to the neuronal circuits and is calculated as Range x Value, where letters near the range
mean the order of magnitude: “p” — piko, “n” — nano, “u” — micro (see (Qiao et al., 2015) for details of
the circuit and functional meaning of the biases). The biases are set using software and FPGA-mapping,

implemented on the Parallella board.

Table 1. Hardware biases for the non-plastic synapses

Bias name Range (A) | Value | Flags
NPA PWLK P 820p 200 [ H
NPA_WEIGHT _STD_N 15p I5 |HN
NPA_WEIGHT_EXC_P 820p 123 | H
NPA_WEIGHT_EXCO0_P 0.4u 15 |H
NPA_WEIGHT_EXC1_P 0.4u 82 | H
NPDPIE_THR P 820p 383 |H
NPDPIE _TAU P 105p 22 |H
NPA_WEIGHT_INH_N 820p 82 |HN
NPA_WEIGHT_INH_NO 820p 200 | HN
NPA_WEIGHT_INH N1 6.5n 71 |HN
NPDPII_TAU P 15p 51 |H
NPDPII_THR P 820p 177 | H
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Table 2. Hardware biases for integrate-and-fire neurons

Bias name Range (A) | Value | Flags
IF_RST_N 15p 17 |HN
IF_BUR_P 50p 56 |HN
IF_ATHR_N 15p 0 HN
IF_RFR1_N 820p 50 |HN
IF_RFR2_N 820p 50 [HN
IF_ AHW_P 15p 0 H
IF_AHTAU_N 820p 37 N
IF_DC_P 15p 0 H
IF_TAU2_N 105p 77 N
IF_-TAU1_N 105p 100 N
IF_ZNMDA_N 15p 17 |HN
IF_.CASC_N 15p 17 |HN
IF_THR_N 820p 100 | HN

The eight different values of the synaptic weights that we used in our architecture (-4 : 4) are obtained
combining the NPA_WEIGHT_INH N, NPA_WEIGHT_INH N1, and NPA_WEIGHT _INH _N2 biases for
negative weights and the NPA_WEIGHT_EXC_P, NPA_WEIGHT_EXC_P1, and NPA_WEIGHT_EXC_P2

biases for positive weights:

1=NPAWFEIGHT EXC_P

2=NPAWEFEIGHT_EXC_P+ NPAWFEIGHT_EXC_P1

3=NPAWEIGHT EXC_P+ NPAWEIGHT_EXC_P2

4=NPAWEIGHT EXC_P+ NPAWEIGHT _EXC_P1+ NPAWEIGHT_EXC_P2
—1=NPAWEIGHT_INH_N

—2=NPAWEIGHT INH.N+NPAWFEIGHT_INH_N1

—3=NPAWEIGHT INHN + NPAWEIGHT_INH_N2

—4=NPAWEIGHT INHN+ NPAWFEIGHT_INH_N1+ NPAWEIGHT_INH_N2
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