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Supplementary Text 
 

1. Brief description of the molecular mechanisms underlying our mathematical model 

The “wiring diagram” of our model is presented in Figure 1 of the main text. 

START and FINISH are the crucial checkpoints of the budding yeast cell cycle. At START a yeast 

cell checks that it is large enough to warrant a new round of DNA replication and division, that 

its DNA is not damaged by (say) ionizing radiation, and that it is not being signaled by cells of 

opposite mating type to participate in sexual reproduction. At FINISH a yeast cell checks that its 

chromosomes are fully replicated, undamaged and properly aligned on the mitotic spindle. If 

these checkpoints malfunction (i.e., if they permit further progression through the cell cycle 

under non-permissive conditions), then the cell is likely to produce genetically damaged or 

inviable progeny.  

From START to FINISH, progression through the budding yeast cell cycle is controlled by a cyclin 

dependent kinase, Cdk1 (encoded by the CDC28 gene in budding yeast), which interacts with 

different cyclin partners at different stages of the cell cycle (1, 2). The G1 cyclin Cln3 forms a 

heterodimer with Cdk1, denoted Cln3:Cdk1, which initiates the START transition in a cell size-

dependent manner (3). Early in G1 phase Cln3 molecules are sequestered on the membrane of 

the endoplasmic reticulum (ER). When the cell reaches a critical size, Cln3:Cdk1 is released 

from the ER and transported into the cell nucleus. Passage through the START transition is 

associated with activation of two master transcription factors, SBF and MBF, that up-regulate the 

expression of many genes involved in DNA replication and division, including additional 

cyclins: Cln1, Cln2, Clb5 and Clb6. SBF and MBF are initially activated by Cln3:Cdk1 and 

Bck2 (4-6). Additionally, SBF and MBF activities are promoted by Cln1,2:Cdk1 and 

Clb5,6:Cdk1, creating positive feedback loops that make the START transition irreversible (7-10). 

(Cln1,2:Cdk1 is our shorthand for Cln1:Cdk1, Cln2:Cdk1.) After the START transition, the 

budding yeast cell produces a new bud (driven primarily by Cln2:Cdk1) and initiates DNA 

synthesis (driven primarily by Clb5:Cdk1). The newly replicated DNA molecules, called sister 

chromatids, are held together by cohesin rings.  
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During S/G2/M phase of the division cycle, a budding yeast cell activates a G2/M-specific 

transcription factor, comprised of Mcm1, Fkh2 and Ndd1, which we abbreviate “MCM1”. 

MCM1 up-regulates production of a suite of regulatory proteins, including the mitotic cyclins 

(Clb1 and Clb2), the polo-like kinase (Cdc5), securin (Pds1), and a targeting protein (Cdc20). 

The mitotic cyclin-dependent kinases are essential for entry into mitosis; most notably, for 

inducing formation of the intra-nuclear mitotic spindle. As the replicated chromosomes are being 

aligned on the metaphase plate of the spindle, premature separation of the pairs of sister 

chromatids is prevented by Pds1, which binds to and inhibits Esp1 (separase), the protease 

responsible for cleavage of the cohesin rings. Cdc20 is a partner of the Anaphase Promoting 

Complex (APC), an E3 ubiquitin ligase that is responsible for the ordered degradation of proteins 

during anaphase and telophase. Prior to anaphase, the Mitotic Checkpoint Complex (MCC) 

prevents Cdc20:APC from ubiquitinating Clb1,2 or Pds1. When all chromosomes are properly 

aligned on the metaphase plate, the cell is ready to finish the cell cycle.  

Like START, the FINISH transition is associated with a number of processes that occur in rapid, 

overlapping steps. As the MCC inactivates, Cdc20:APC labels Pds1 for proteolysis. Pds1 

degradation releases Esp1, which cleaves the cohesin rings that are holding together sister 

chromatid pairs. Consequently, the mitotic spindle pulls the sister chromatids to opposite sides of 

the cell (half the chromosomes are pulled back into the mother cell, and half are pushed into the 

bud). Cdc20:APC also initiates degradation of the mitotic cyclins. In addition, resetting the 

budding yeast cell to G1 phase requires activation of a powerful phosphatase, Cdc14, which 

reverses the phosphorylations that have built up during S/G2/M by the action of cyclin:Cdk1 

complexes. Cdc14 is kept inactive by binding to an inhibitor, Net1. As cells exit from mitosis, 

Net1 is phosphorylated and inactivated, and Cdc14 is released. Net1 phosphorylation and Cdc14 

release occur in two stages: early, transient release is driven by Clb2:Cdk1 and by Cdc5 (polo-

kinase), and later, full release is driven by kinases of the Mitotic Exit Network (MEN). MEN 

activation requires proper positioning of the metaphase nucleus in the bud neck, with the old 

spindle pole oriented toward the mother cell and the new spindle pole oriented toward the 

daughter cell. Improper positioning of the spindle axis will invoke the “Spindle POsition 

Checkpoint” (SPOC), which prevents activation of the MEN, thereby delaying cell division and 

giving the cell a chance to reorient the anaphase spindle. (We will not attempt to model the 

SPOC in this paper, but we will put a “socket” in the model for future insertion of a SPOC 

module.) 

Once the cell is reset to G1, the kinases are all inactivated, Net1 is dephosphorylated, and Cdc14 

is re-sequestered in the inactive Cdc14:Net1 complex. 

2. Mathematical Model 

The wiring diagram of our model contains three basic types of chemical reactions: protein 

synthesis and degradation (→ C →), phosphorylation and de-phosphorylation (C ↔ CP), and the 

formation of protein complexes (C + A ↔ C:A). These three types of reactions typically proceed 
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on different time scales. Protein levels change, due to synthesis and degradation, on a time scale 

of 10’s of minutes. The phosphorylation state of a protein can change in minutes or less. Protein 

complexes can form and dissolve within seconds. To support this assumption of three disparate 

time scales, we refer to an earlier model of the budding yeast cell cycle (11), which made no a 

priori assumptions about rate constant values. Nonetheless, in fitting this model to yeast cell 

phenotypes, Chen et al. were led to rate constants for protein synthesis and degradation with 

values ~0.1 min
−1

, rate constants for protein activation and inactivation with values ~1 min
−1

, 

and rate constants for association of protein complexes with values ~50 min
−1

. In a similar study 

of cell cycle regulation in frog egg extracts, Marlovits et al. (12) fitted their model to 

experimental data with rate constants for protein synthesis and degradation of ~0.01 min
−1

 and 

rate constants for protein phosphorylation and dephosphorylation of ~0.5 min
−1

. In this case, 

however, they estimated that the rate constant for association of Cdk1 with cyclin B was rather 

slow, ~0.5 min
−1

. In cases where reaction rates do not scale as we assume, one can always revert 

to a more accurate representation of the reaction kinetics, e.g., mass-action rate laws.    

For each of these three standard types of reaction we use a specific mathematical representation 

appropriate for its biochemistry and kinetics (13). Protein synthesis and degradation are modeled 

by the differential equation  

 

 

where CT = total concentration of species C, Xi = activity of transcription factors for species C, 

and Xj = activity of proteases for species C. The rate constants for protein synthesis and 

degradation, ksi and kdj, respectively, are numbers of order-of-magnitude 0.1 min
−1

. 

Protein phosphorylation and dephosphorylation are modeled by the differential equation 
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If protein C binds tightly to a stoichiometric binding partner A, then CF, the concentration of the 

free form of the protein C, is given by:  

CF = max(0, CTAT) . 

This modeling approach is modular and quantitative, while keeping the number of adjustable 

parameters per reaction step to a minimum. It exploits the characteristic types of reactions that 

control the activities of cyclin-dependent kinases; namely, synthesis and degradation of cyclins, 

phosphorylation and dephosphorylation of target proteins, and strong association of protein 

binding partners. As the σ and γ parameters tend to +∞, the CP variables constitute a Boolean 

switching network, and the CT variables are governed by “piecewise linear” ODEs. In this limit, 

our intuitive feel for switching networks serves pretty well (16-18). For σ and γ large (but finite), 

our network is governed by nonlinear ODEs with continuous rate functions, and we have access 

to all the power of dynamical systems theory and bifurcation analysis. The modularity of the 

model makes it relatively easy to add new modules to extend the model to describe additional 

aspects of the control network.  

A data-mining approach called LINKER (19) was used to interrogate the model and suggest new 

modules for incorporation. LINKER accesses public repositories of experimental data on 

budding yeast genes and proteins, and preprocesses that data for their relevance to the cell cycle. 

Starting with a “core” of cell cycle control proteins (from the 2004 Chen model of the budding 

yeast cell cycle), LINKER identifies a set of potentially relevant proteins linked to the core by 

physical interactions, phosphorylation relationships, or other types of interactions. Then 

LINKER’s auxiliary tool, GraphSpace, represents sets of potentially cell cycle-related proteins 

and interactions as graphs. Building a cell cycle interactome using this approach facilitated the 

development of the present model. In particular, it elucidated a role for Cdc5 (which is not in 

2004 Chen model) in bringing Cdc15 to the spindle pole body where it is necessary to activate 

MEN kinase (19, 20).  

Growth and Division 

We assume that cell “size” (mass or volume) increases exponentially in time at a specific growth 

rate, μ, that depends on the growth medium. In glucose medium, μ = 0.0077 min
−1

 (mass 

doubling time = 90 min), and in galactose medium μ = 0.0046 min
−1

 (mass doubling time = 150 

min). Budding yeast cells divide asymmetrically, with a certain fraction f of division mass going 

to the daughter cell at division. We compute f from the equation  =            which was 

derived by Chen et al. (21) from experimental data. In glucose medium, f = 0.4586, and in 

galactose medium, f = 0.4156. 

Events and Checkpoints 

Discontinuous cell cycle events are used as landmarks to monitor cell cycle progress and/or 

synchrony of a population of cells. They are also used to describe the phenotypes of mutant cells 
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that arrest in a certain stage of the cell cycle, that delay or skip an event, or that bypass a 

checkpoint. In the model, cell division occurs when the concentration of mitotic cyclin Clb2 

drops below a threshold value (θcd), which corresponds to about 10% of the maximum Clb2 

concentration in a wild-type cell. The events of DNA synthesis initiation, bud emergence and 

complete alignment of replicated chromosomes on the mitotic spindle are governed (in the 

model) by the dimensionless variables ORI, BUD and SPN, respectively. The event occurs when 

the corresponding variable reaches 1. The values of BUD and SPN are reset to zero at cell 

division, and ORI is reset to zero when total concentration of Clb2 and Clb5 drops below θrl (rl 

for “relicensing”), which is set at ~5% of the maximum value of Clb5+Clb2 in a wild-type cell.  

The spindle assembly checkpoint (SAC) controls the activity of the Mad2 complex. In the model, 

SAC is a Boolean variable: SAC = 0 in G1 phase; SAC = 1 from the time of initiation of DNA 

synthesis (ORI = 1) until the time of complete alignment of chromosomes on the spindle (SPN = 

1). Mad2 is activated when SAC = 1.  

To model the spindle position checkpoint (SPOC), we introduce an indicator variable, ISPOC = 1 

when the two conditions of the SPOC are satisfied: (a) the mitotic spindle is properly oriented, 

with one pole on the mother-side of the bud neck and the other pole on the daughter-side, and (b) 

cohesin rings are cleaved, allowing the mitotic spindle to push the poles into the mother and 

daughter compartments.   

ISPOC = SPO ∙ Heav(Esp1+TEV−θcleave)] ∙ (1−NOC) . 

Here, Heav(x) is the Heaviside function (= 0 if x ≤ 0; = 1 if x > 0); SPO = 1 if the spindle is 

properly oriented, = 0 otherwise; θcleave is a threshold activity of protease necessary to cleave 

cohesin rings; TEV is a Boolean variable (0 or 1) indicating whether or not the Tobacco Etch 

Virus protease is being expressed in a cell; and NOC is a Boolean variable indicating whether or 

not the cell is exposed to nocodazole, a microtubule depolymerizing drug. SPO is a “place 

holder” for a more detailed model (yet to come) of the spindle orientation surveillance 

mechanism; in the present model we assume that all spindles are properly oriented, i.e., SPO = 1. 

Esp1 (“separase”) is the protease that normally cleaves cohesin rings, but in some experiments 

where Esp1 is missing or inactivated, a substitute protease, TEV, is used to cleave cohesin rings 

that have been engineered to carry TEV cleavage sites. When NOC = 1, there are no 

microtubules to segregate the chromosomes into mother and daughter cells, so ISPOC = 0. When 

ISPOC = 1, the checkpoint protein, Bub2, is down-regulated; see Eq. 57 in Table S2. Deactivation 

of Bub2 is necessary to initiate the mitotic exit network (MEN). 

Simulation of Wild-type Yeast Cells 

Table S1 lists all the variables we use to describe the wiring diagrams in Figure 1, and Table S2 

provides the differential and algebraic equations governing these variables, derived from the 

wiring diagram according to our approach for modeling Types 1, 2 and 3 reactions. Table S3 



6 

 

provides a basal set of parameter values for simulating wild-type cells growing in glucose 

medium (see Figure 2 in the main text).  

As a check on our simulations, we integrated our simulated curves over a full cell cycle, to 

compute the following ratios for the average number of molecules per cell in an asynchronous 

culture of budding yeast: 

   (Cln1 + Cln2) : (Clb1 + Clb2) : (Clb5 + Clb6) : (Sic1 + Cdc6) = 5.1 : 1.3 : 1 : 0.6 . 

(In an asynchronous culture there are twice as many cells at the beginning of the cell cycle as 

there are at the end, but they are only half the size. So a simple time-average of species 

concentration over one cycle should give a good estimate of the average number of molecules of 

that species in an asynchronous population.) Our computed numbers can be compared to 

measurements of Cross and colleagues (22, 23) of the average number of protein molecules per 

cell in an asynchronous culture of diploid yeast cells. Their measured values, in multiples of 876 

molecules per cell, are: 

   (Cln1 + Cln2) : (Clb1 + Clb2) : (Clb5 + Clb6) : (Sic1 + Cdc6) =  

                                  (1.1 + 2.3) : (0.6 + 1.3) : (0.9 + 0.1) : (0.2 + 0.8) = 4.4 : 1.9 : 1 : 1 . 

Although the computed ratios could presumably be brought into closer agreement with the 

measured ratios by adjusting the rate constants for protein synthesis, we have not tried to do so, 

considering that the measurements are quite uncertain (the coefficients of variation of Cross’s 

measurements are ~50%). The uncertainty in these ratios is underscored by a separate study of 

protein expression in yeast cells by Ghaemmaghami et al. (24) who reported the following 

values, in multiples of 521 molecules per cell:  

   (Cln1 + Cln2) : (Clb1 + Clb2) : (Clb5 + Clb6) : (Sic1 + Cdc6) =  

                                  (0.6 + 2.4) : (0.6 + 0.6) : (1 + ?) : (1.5 + ?) = 3 : 1.2 : 1
+
 : 1.5

+
 . 

All variables are expressed in arbitrary units (au) that have been scaled so that the variables are 

dimensionless numbers of order 1. If desirable or necessary, it is possible to retrieve the units of 

most variables given some additional information. For example, the volume (mass) of a dividing 

(wild-type, diploid) yeast cell is ~150 fL (150 pg), see Figure 6A of (22). Hence, 1 au of the 

“size” variable in our model (V = 2.37 au at division; see Figure 2) corresponds to a volume of 

60 fL or a mass of 60 pg per diploid cell (30 fL and 30 pg per haploid cell). In like manner, the 

average value of [Clb5] over one cycle is 0.098 au in our model, which corresponds to ~900 

molecules per diploid cell (22), so 0.1 au of [Clb5] is 900 molec/100 fL. Hence, 1 au of [Clb5] is 

~90 molec/fL = 15 nM. The same estimate holds true for Clb2, Cln2 and CKI. 

Determination of Mutant Phenotype 

We introduce the following rules to determine whether a given mutant phenotype is “viable” or 

“inviable”. For a simulated cell to be viable, it must execute the following events in order: origin 
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relicensing ([ORI] reset to zero at the beginning of each new cell cycle); origin activation (due to 

a subsequent rise in [Clb5] and/or [Clb2], causing [ORI] to increase above 1); spindle alignment 

(due to a rise in [Clb2], causing [SPN] to increase above 1); cleavage of cohesin rings (the 

[Esp1] variable going through θcleave); and finally [Clb2] dropping below a threshold θcd to 

trigger cell division. If these events do not occur in this order, the simulated cell is considered 

inviable. If division occurs in an “unbudded cell” (i.e., when [BUD] <1), this also is considered 

inviable. Last, if cell mass ever exceeds 10, the cell is considered inviable.  

For viable strains, we record cell size relative to wild-type at the time of division. Inviable strains 

are classified according to their failure to execute a certain event. Failure to activate origins of 

replication is classified as G1 arrest; e.g., cln1 cln2 cln3 cells (Figure S1A). Due to high 

levels of Cdh1 and CKI in this mutant, Clb2 and Clb5 are inhibited and consequently [ORI] 

remains close to zero. Figure S1 also illustrates metaphase- and telophase-arrested phenotypes: 

(panel B) the cdc20 strain enters M phase but Clb2 level goes so high that Cdc14 cannot be 

released from the nucleolus; (panel C) the cln1 cln2 cln3 cdh1 strain arrests in telophase 

because Clb2 never drops below θcd, even though Cdc14 is released from the nucleolus.  

Simulation and Parameterization 

The system of ODEs in Table S2 was solved using PET and Virtual Cell software, which are 

freely available on the web (both packages are suitable for simulating our model). We estimated 

all parameter values in the model (Table S3) by fitting simulation results to the experimentally 

observed phenotypes of 263 mutant strains of budding yeast (see Table S4, whose 293 entries 

include predicted phenotypes of 30 additional strains). All mutants in Table S4 were simulated 

by combining the alleles listed in Table S5, where we describe the parameter changes used to 

simulate each allele.  

We used two criteria for fitting parameter values to this data set: (a) to maximize the number of 

correctly simulated mutant phenotypes, and (b) to give priority to mutant strains with well-

characterized phenotypes that have been independently confirmed. For example, the phenotype 

of the CLB1 clb2 pds1 strain has been reported in only one publication (25), and its phenotype 

differs from that predicted by our model and all other models (11, 13). It is possible, of course, to 

find many parameter sets that are consistent with the phenotype of this strain, but they are all 

inconsistent either with many other observations or with the phenotype of a “high priority” 

strain. Hence, we choose to tolerate the wrong phenotype of the CLB1 clb2 pds1 strain in 

order to maximize the correct phenotypes of many other well-characterized strains. 

The “basal” parameter set reported in Table S3 is the best set we have found so far by a manual 

search of parameter space, guided by PET and the two criteria above. We have tried a number of 

optimization strategies for searching the parameter space automatically, see e.g. (26, 27), but 

they have not found any parameter sets that are significantly better. The basal parameter set 

accounts for the observed phenotypes of 98% of the strains in the tests set (the six strains that are 
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not correctly simulated are indicated in red in Table S4). The basal parameter set is not “optimal” 

in any rigorous sense; it’s just “quite good”.  

Only the rate constants for protein synthesis and degradation refer to actual biochemical 

reactions. The γ parameters in Type-2 equations estimate the effective time-scales on which post-

translational modifications seem to occur, but the ω parameters are purely phenomenological. 

Their values determine how competing enzymes (e.g., kinases and phosphatases) vie for 

dominance over a phosphorylated substrate, but they have no direct biochemical meaning. 

In general, mutant phenotypes are not super-sensitive to parameter values (1 or 2 significant 

figures are sufficient). Nonetheless, some parameter values are given to 4 or 5 significant figures 

in Table S3. Such seeming precision is partly an historical accident of how the parameter values 

were determined, and partly a reflection of the fact that the phenotypes of a few strains are very 

sensitive to specific parameter values. For example, the strains cln1Δ cln2Δ cdh1Δ (viable) and 

cln1Δ cln2Δ cln3Δ cdh1Δ (telophase arrest) are quite sensitive to ks,cki,swi5 and ks,clb2,m1. For a 2% 

increase in ks,cki,swi5 or a 1.4% decrease in ks,clb2,m1, the two mutant strains behave as observed, but 

a 9% increase to ks,cki,swi5 (or a 4% decrease to ks,clb2,m1) is already a problem for cln1Δ cln2Δ 

cln3Δ cdh1Δ cells, which divide after the first cycle and arrest in telophase only in the second 

cycle. On the other hand, increasing ks,clb2,m1 to 0.2 (+1% change) changes the phenotype of 

cln1Δ cln2Δ cdh1Δ cells, which eventually (after five cycles) arrest in telophase. Were it not for 

the viability of cln1Δ cln2Δ cdh1Δ cells, we could find a parameter set for which cln1Δ cln2Δ 

cln3Δ cdh1Δ cells robustly arrest in telophase. 

Over-fitting or Over-determination? 

Granted that the parameters in our model are phenomenological descriptors of complex 

underlying biochemistry, what basis do we have to believe that the “basal” set of parameter 

values in Table S3 are reflective at all of the “true” state of affairs in budding yeast cells? The 

model has ~140 parameters that need to be estimated from the data (the qualitative phenotypes of 

263 mutant yeast strains plus a few pieces of quantitative information from literature). The 

parameters are spread more-or-less evenly across the 29 genes comprising the network. For each 

gene, we have information on a gene-deletion mutant, and for many we have overexpression 

mutants. Each mutant provides at least one independent piece of information (viable; inviable) 

and usually more (size at division; phase of arrest). Double-, triple- and quadruple mutants 

provide additional information, especially about parameters that specify the interactions among 

different gene products. It is reasonable to assume that the number of independent pieces of 

experimental evidence from the data set of mutant phenotypes is considerably larger than the 140 

parameter values that need to be estimated from the data. Even though the data is mostly 

“qualitative”, the sheer magnitude of the information provides effective constraints on the 

parameters. In our experience, when we apply automatic parameter optimization algorithms 

(both deterministic and stochastic) to models of this sort, we do not find parameter sets that do 
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much better than hand-crafted sets, nor do we find alternative parameter sets that do even as 

well.   

Hence, we believe that the model is not “over-fitting” the data, and its success in accounting for 

the observed phenotypes of so many different cell cycle mutants must be viewed as confirmation 

of the essential accuracy of the underlying mechanism and efficacy of the modeling approach. 

The fact that 2% of the mutant strains are not correctly simulated indicates that there are still 

unresolved discrepancies between the data and our present understanding of the control 

mechanism. 

Over-determination of the data is a separate issue and more difficult to address. It could well be 

that a particular mutant is inviable not for the reason ascribed to it by our model, but for an 

entirely different reason that is not considered in our underlying mechanism. That is, the model 

might have enough flexibility to account for mutant phenotypes for reasons completely unrelated 

to the real underlying cause. Such situations can be identified only as new information appears to 

distinguish among alternative causes.   

3. Simulation of START Mutants 

The phenotypes of all START mutant strains that are discussed in the main text of the manuscript 

are described in Table S6.  

SSA1 and YDJ1 Mutants 

In early G1 phase, Cln3 is sequestered to the endoplasmic reticulum (ER) by binding to Ssa1. 

Later in G1, Ydj1 binds to Ssa1, displacing Cln3 from the ER and allowing Cln3:Cdk1 to enter 

the nucleus, where it triggers the START transition (3). In G2/M phase, Clb2:Cdk1 

phosphorylates Ssa1, releasing it from Ydj1 and allowing Ssa1P to bind to Cln3 and draw it back 

to the ER. For this reason, Cln3:Cdk1 is active in the nucleus between late G1 and early M in our 

simulations, as observed experimentally (28). Cells lacking the SSA1 gene are viable and 

approximately 85% of the wild-type cell size (29), whereas cells lacking the YDJ1 gene are 

viable and 1.85 times larger than wild-type cells (30), see Supplemental Table S6.  

Rescue of the Inviable Triple-cln Deletion Strain 

As discussed in the main text of the manuscript, the deletion of the SIC1 gene rescues the triple-

cln deletion strain but is not sufficient to rescue cln3Δ bck2Δ cells. Figure S2 illustrates that, 

compared to triple-cln deletion cells, cln3Δ bck2Δ sic1Δ cells have significantly lower levels of 

Clb5,6 cyclins as well as low levels of Cln1,2 cyclins. Hence, cln3Δ bck2Δ sic1Δ cells are unable 

to inactivate APC:Cdh1. 
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 4. Simulation of FINISH Mutants 

The phenotypes of all FINISH mutant strains that are discussed in the main text of the manuscript 

are described in Table S7. 

Cdc14 Oscillations 

Cdc14 “endocycles” are a consequence of a negative feedback loop in the MEN (Cdc5 ⊣ Net1 ⊣ 

Cdc14 → Cdh1 ⊣ Cdc5), as demonstrated by simple mathematical (31-33). To test this 

hypothesis, we have used the model to ask whether Cdc14 endocycles are likely to be observed 

in strains carrying the GAL-CLB2-dbΔ gene in combination with mutant alleles of other genes. 

Simulations show that Cdc14 endocycles persist in GAL-CLB2-dbΔ cdc15
as1

, GAL-CLB2-dbΔ 

swi5Δ, GAL-CLB2-dbΔ cdc20-3, GAL-CLB2-dbΔ pds1Δ cdc20Δ clb5Δ mutants (Figure 

S3A,B,C,D), but they are absent in GAL-CLB2-dbΔ cdc5-1, GAL-CLB2-dbΔ CDC5-dbΔ, GAL-

CLB2-dbΔ cdh1Δ, and GAL-CLB2-dbΔ cdc14-1 mutants (Figure S4A,B,C,D).  

Blocking the Transcriptional Regulatory Network 

Recently it has been observed that the synthesis of many proteins, including some cell cycle 

proteins, remains on schedule in budding yeast strains lacking all CLB genes (34, 35). These 

authors have proposed (34, 36) that a transcriptional regulatory network plays a substantial or 

even a major role  in regulating progression through the budding yeast cell cycle. Using our 

model, we have tested whether cells with constitutive gene expression can exhibit normal cell 

cycle progression. Our model predicts normal cycling in a mutant strain (mbp1 mcm1 swi4 

swi5 swi6 GAL-CLB2 GAL-CDC5 GAL-CDC20 GAL-CLN2(low) GAL-SIC1(low)) in which 

all genes regulated by transcription factors are replaced by constitutive production. However, 

viability of this strain is very sensitive to synthesis rates and other parameters, as will be 

demonstrated in the following section. 

 5. Robustness Analysis of Predicted Phenotypes 

The model we have described so far (the equations in Table S2 + the basal parameter set in Table 

S3 + the prescriptions for simulating mutant alleles in Table S5) is successful in explaining the 

phenotypes of 98% of experimentally characterized mutant strains in our collection (Table S4). 

There are several possible reasons for the 2% inconsistencies that remain between the model and 

the data set. It may be that there exists a region of parameter space that does a better job, but we 

have just not found it yet. It may be that there are mistakes in the wiring diagram that render the 

model unable to explain certain facts, regardless of how parameter values are chosen. It may be 

that some reported phenotypes are incorrect or mistakenly interpreted.  

In light of these realities, how should we use the model to predict the phenotypes of novel 

combinations of mutant alleles? The model has 29 different genes that may be mutated in a 

variety of ways: gene deletion, overexpression, temperature-sensitive alleles, non-
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phosphorylable sites, constitutive phospho-mimics, destruction-box deletion, etc. The number of 

possible combinations of five genes with 78 alleles (listed in the Table S5) each exceeds 20 × 

10
6
. Only a small fraction of all possible combinations of mutant alleles of cell cycle genes in 

budding yeast have actually been characterized experimentally, and it is practical to test only a 

tiny fraction of all possible predictions that could be made by the model. In Table S8 we list the 

predictions we have made so far in this paper, using the basal set of parameter values (Table S3).  

Can we assign a confidence measure to such predictions? Because the basal parameter set is not 

necessarily the “correct” set, we should not base our predictions on the singular, basal set of 

parameter values. We would like to have a collection of “acceptable” sets of parameters values, 

on which we could make a range of predictions and classify the predictions as “robust” 

(insensitive to parameter values) or “fragile” (sensitive to parameter values). The problem with 

this approach is that we have many parameter values to assign (133 adjustable parameters in 

Table S3) on the basis of the observed phenotypes of many mutant strains (263 mutant strains in 

Table S4). It is impossible to search thoroughly a 133-dimensional parameter space for 

parameter vectors that satisfy the constraints imposed by 263
 
mutant phenotypes. In order to get 

started on such a robustness analysis, we must make some compromises. 

For this manuscript we have chosen to focus on the 12 mutant strains listed in Table 1 (main 

text). First, we predicted the phenotypes of these strains based on the basal parameter set in 

Table S3. Next, we made a range of predictions based on alternative parameter sets that are 

consistent with a subset of the mutant strains in Table S4. As our “bench-mark” strains, we chose 

only mutant strains with single gene deletions, because the phenotypes of these strains are very 

well characterized. We introduced random perturbations (±30%) of all parameters 

simultaneously, and we retained only those parameter sets that are consistent with the 

phenotypes of the bench-mark strains. To get a sample of 1000 alternative parameter sets that are 

acceptable by this criterion, we had to simulate more than 10
5
 potential parameter sets.  

We used these alternative parameters sets to measure how frequently the phenotype (“viable” or 

“inviable”) predicted by the basal parameter set is corroborated by the alternative parameter sets, 

for each of the mutant strains in Table 1. The histogram in Figure S5 displays the results of this 

robustness analysis. The frequency of “phenotype change” is defined as f = 1 − (Nr/Ntotal), where 

Nr is the number of times an alternative parameter set reproduces the predicted phenotype of the 

basal parameter set, and Ntotal = 1000 is the total number of alternative parameter sets. The 

histogram in Figure S5 suggests that there are two distinct groups of predictions of mutant 

phenotypes roughly separated by the average value of f (fav = 0.3).  Indeed if the mutant strains 

are separated into two groups with f < fav and f > fav, then these groups form two statistically 

distinct distributions. (The Student T-test for these two distributions gives p-value = 0.0014, well 

below the usual significance level of 0.05.) The predictions we make of these two groups of 

mutant strains we describe as “robust” (f < fav) and “fragile” (f > fav). Robust predictions are 

insensitive to values of fitting parameters; fragile predictions are very sensitive. Robust 

phenotypes evidently emerge from the regulatory network itself; hence, future experimental tests 
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of robust predictions will either confirm the underlying control system or shed light on new 

regulatory mechanisms for the cell division cycle. On the other hand, future experimental tests of 

fragile predictions will help to constrain adjustable parameters of the model.  

For some mutant strains we expect that predictions of a deterministic model will be fragile 

because the phenotype of some mutant strains is inherently stochastic or sensitive to 

environmental conditions such as temperature or growth rate. For example lte1 is known to be 

cold sensitive (37), cdc14 GAL-SIC1 is reported to be partially viable (38), and CLB2-db 

clb5 is viable in galactose and inviable in glucose (39). The phenotypes of these mutants are 

“fragile in nature” and robustness analysis also shows that phenotypes of these three strains are 

sensitive to parameter perturbations (f = 0.44, 0.62 and 0.91, respectively). Another example is 

the double mutant cdc20 pds1. In our robustness analysis, this mutant strain changes 

phenotype (from inviable to viable) in 59% of tested parameter sets. For comparison, f = 1% for 

cdc20 strain. Thus, the phenotype of cdc20 pds1 is fragile (very sensitive to parameter 

perturbations) compared to cdc20. As discussed above, the lethality of cdc20 pds1 can be 

rescued either by deleting CLB5 or by adding multiple copies of SIC1. Therefore, a high 

frequency of phenotype change for an inviable strain mutant may indicate that the strain can be 

rescued by deletion or overexpression of other genes in the network.  

6. Experimental Validation of Predictions 

Three strains in Table 1, though not included among our 263 test strains, were previously 

characterized in publications, and their observed phenotypes matched our predictions. Two novel  

strains in Table 1 were constructed by our collaborators (40). As predicted, cln1cln2 mbp1 

cells are viable, which is a sensitive test of our estimate that the rate constants for Clb5,6 

synthesis driven by SBF (the Swi6:Swi4 complex) and by MBF (the Swi6:Mbp1 complex) are 

comparable. If the SBF-driven rate of synthesis of Clb5,6 were much smaller than the MBF-

driven rate, then cln1cln2 mbp1 would be predicted to have the same inviable phenotype as 

cln1cln2 swi4, because cln1cln2 clb5 clb6 is also observed to be inviable (41). 

Contrary to the robust prediction that cln3swi4 whi5 cells are dead, they are viable and large 

(~3.4× wild-type size at division) (40). According to our assumptions, Whi5 binds to and inhibits 

only Swi4:Swi6 dimers (SBF) and not Swi6:Mbp1 dimers (MBF). Hence, the phenotypes of the 

cln3swi4 and cln3swi4 whi5 strains should be identical (inviable). The viability of 

cln3swi4 whi5 cells suggests that Whi5 plays some role in inhibiting MBF, contrary to the 

evidence from co-immunoprecipitation studies (42, 43). 

7. Incorrectly simulated mutant strains 

In this section we discuss the six incorrectly simulated mutant strains marked in red in Table S4. 

Four of these strains (sic1 GAL-CLB2, cdh1 GAL-CLB2, swi5 GAL-CLB2 and APC-A GAL-

CLB2) overexpress Clb2 protein and must be evaluated relative to the GAL-CLB2 control strain, 
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which is viable. Strains that overexpress Clb2 have a long G1 phase, because Clb2-dependent 

kinase inhibits both SBF and MBF in our model. For the GAL-CLB2 strain to be viable, we must 

limit the total expression of Clb2 in order that the cells may successfully bud. This level of 

overexpression of Clb2 is insufficient to cause telophase arrest, which is reported to be the 

terminal phenotype of sic1 GAL-CLB2 and swi5 GAL-CLB2 (44), although convincing 

evidence is not shown. On the other hand cdh1 GAL-CLB2 cells are reported (39) to arrest as a 

mixture of predominantly unbudded cells and some large budded cells, suggesting a budding 

defect in this strain. In our model, for levels of Clb2 that are consistent with the viability of the 

GAL-CLB2 strain, the four double-mutant strains are inviable because of budding defects. 

Because the experimental evidence is sketchy, it is not clear whether our simulations of these 

four Clb2-overexpressing strains are correct or incorrect. 

Similarly, the high level of Cln2 in the cln1 cln2 cdh1 GAL-CLN2 strain results in an 

unrealistically small cell size and short G1 phase, indicating that there are other limits on G1 

progression that are not taken into account in our model. The model does not include repressors, 

such as Nrm1 and Yox1, which are degraded by Cdh1 and thus can affect G1 progression in the 

cln1cln2cdh1 GAL-CLN2 strain.  

Very little is known about the clb2 CLB1 pds1 strain, which is reportedly inviable (25). 

However, our model predicts that it should be viable. 

As described in the Mathematical Model section, we model protein phosphorylation and 

complex formation using “soft” and “hard” Heaviside functions, respectively.  This approach has 

drawbacks when modeling overexpression of a protein that is involved in a complex, when the 

rate-limiting step (phosphorylation) follows the fast complex formation. If an abundant protein 

forms a complex with another protein and this complex is subsequently phosphorylated (a slower 

reaction), then, in our modeling formalism, the total amount of phosphorylated complex is 

insensitive to an increase in the abundant protein.  However, in WHI5
OP

 cells the rate of Whi5 

phosphorylation in the Swi4:Swi6:Whi5 complex must be less than in wild type cells because 

more time is required for cyclin-dependent kinases to phosphorylate the excess of Whi5 in the 

overexpressing cells. This effect is important to account for the delay of START and the large size 

of WHI5
OP

 cells compared to wild-type cells. However, in our modeling approach, the increase 

of total Whi5 does not change the amount of the complex and has no explicit impact on the rate 

of phosphorylation of Whi5 in the Swi4:Swi6:Whi5 complex. To model this mutant, we reduce 

the phosphorylation rate of Swi4:Swi6:Whi5 by a factor of the excess of Whi5 over its wild-type 

level. We use the same approach for simulating GAL-NET1 strains. In this way we keep the 

modeling approach simple and yet describe overproduction of species involved in complex 

formation and phosphorylation reactions. 
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Table S1. Variables and initial values. 

Variable* Description Eq# Class 
Initial 

Value 

[APCP]  Active (phosphorylated) form of APC (40) 2 1.137 

][Bck2T  Total concentration of Bck2 (8) 1 0.2698 

][Bub2A  Bfa1:Bub2, inhibitor of Tem1 (57) 2 0.024 

[BUD] Progress to bud emergence  (25) 1 0.03 

][Cdc5A  Active form of Cdc5 polo-like kinase (56) 2 0.5 

][Cdc5T  Total Cdc5 polo-like kinase  (55) 1 0.272 

[Cdc14c]  Cytoplasmic Cdc14 phosphatase (52) 3 0 

[Cdc14n]  Cdc14 located in cell nucleus (54) 3 1.725 

Cdc14][  Active form of Cdc14 which is total free Cdc14  (53) 3 1.725 

]Cdc15[ A  Active form of Cdc15 kinase  (59) 2 0.86 

]Cdc15[ AF  Active form that is not in a complex with Tem1 (51) 3 0.34 

][Cdc20T  Total Cdc20, an APC partner  (42) 1 0.599 

][Cdc20A  Total active form of Cdc20 (43) 3 0.536 

]APC:Cdc20[ A  Active form of Cdc20:APC complex (45) 3 0 

]APCP:Cdc20[ A  Active form of Cdc20:APCP complex (44) 3 0.536 

]Cdc55[ A  Active form of Cdc55 phosphatase (49) 2 0.027 

]Cdh1[ A  Active form of Cdh1, an APC partner (38) 2 0.787 

][CKIP  Phosphorylated forms of Sic1 & Cdc6 (29) 2 8.645 

][CKIT  Total cyclin inhibitors Sic1 & Cdc6 (28) 1 0.0218 

[Clb2]  Active forms of cyclins Clb1 & Clb2 (32) 2 0.157 

][Clb2T  Total cyclins Clb1 & Clb2 (27) 1 0.1747 

][Clb2F  cyclins Clb1 & Clb2 free from CKI (31) 3 0.157 

[Clb5]  Active forms of cyclins Clb5 & Clb6 (30) 3 0.034 

][Clb5T  Total cyclins Clb5 & Clb6 (26) 1 0.038 

[Cln2]  Total cyclins Cln1 & Cln2 (9) 1 0.196 

][Cln3ER  Cln3 located in endoplasmic reticulum (6) 3 0.084 

]Cln3[ N  cyclin Cln3 located in cell nucleus (7) 3 0 
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]Cln3[ T  Total cyclin Cln3 (5) 1 0.084 

][Esp1  Active form of separase (48) 3 0.466 

]Mad2[ A  Active form of spindle checkpoint protein Mad2 (41) 2 0.063 

]Mcm1[ A  Active form of transcr factor for Clb2 (39) 2 0.21 

][Net1A  Active form of inhibitor of Cdc14 (50) 2 0.2752 

][ORI  Progress to DNA synthesis  (37) 1 0.009 

][Pds1T  Securin, an inhibitor of Esp1 (47) 1 0.034 

]Pr2S4[ T  Complex between Swi4 and promoter Pr2  (17) 3 0 

[Pr2S4P]  Phosphorylated forms of Swi4 bound to promoter Pr2  (16) 2 0 

]Pr2S6M1[ T  Swi6 and Mbp1 complex bound to promoter Pr2 (19) 3 0 

[Pr2S6M1P]  
Phosphorylated form of  Swi6 and Mbp1 complex bound to 

promoter Pr2 
(18) 2 0 

]Pr2S6S4[ T  Swi6 and Swi4 complex bound to promoter Pr2 (14) 3 0 

[Pr2S6S4]  
Non-phosphorylated form of Swi6 and Swi4 complex 

bound to promoter Pr2 
(15) 2 0 

[Pr2S6S4P]  
Phosphorylated form of Swi6 and Swi4 complex bound to 

promoter Pr2 
(13) 2 0 

]Pr2S6S4W5[ T  
Complex formed by Swi4, Swi6, Whi5 bound to promoter 

Pr2 
(11) 3 2 

[Pr2S6S4W5P]  
Phosphorylated form of  Swi4, Swi6 and Whi5 complex 

bound to promoter Pr2 
(10) 2 0.136 

]Pr5S6M1[ T  Swi6 and Mbp1 complex bound to promoter Pr5 (22) 3 1.7 

]Pr5S6M1P[  Phosphorylated form of  Swi6 and Mbp1 complex bound to 

promoter Pr5 
(21) 2 0.94 

]Pr5S6S4[ T  Swi6 and Swi4 complex bound to promoter Pr5 (24) 3 0.3 

]Pr5S6S4P[  Phosphorylated form of Swi6 and Swi4 complex bound to 

promoter Pr5 
(23) 2 0.2 

 TS6M1  Complex between Swi6 and Mbp1 (20) 3 5.5 

 TS6S4  Complex between Swi6 and Swi4 (12) 3 5.5 

][SPN  Progress to spindle assembly  (46) 1 0.064 

]Ssa1[ F  Free form of Ssa1, a binding partner of Cln3 in ER  (4) 3 0.22 

]Ssa1P[  Phosphorylated form of Ssa1 (3) 2 0.001 

]Swe1P[  Phosphorylated form of Swe1 (34) 2 0.01 

]Swe1[ T  
Total Swe1, a negative regulator of CDK (33) 1 0.0387 

][Swi5A  
Active form of Swi5 (36) 2 0.3 
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][Swi5T  Total Swi5, transcr factor of CKI (35) 1 0.3 

][Tem1A  Active form of Tem1, a G-protein kinase (58) 2 0.52 

]Cdc15:[Tem1 AA  Complex between Tem1A and Cdc15A (60) 3 0.52 

V  Cell size (in normalized volume unit) (1) 1 1.085 

[Ydj1] J chaperone, triggers Cln3 release from ER to nucleus (2) 1 0.78 

* […] refers to normalized (dimensionless) concentration variables 

Variables of class 1 describe the total concentrations of proteins that change due to protein 

synthesis and degradation (time scale ≈ 10 min). Class-2 variables describe post-translational 

modifications of proteins (e.g., phosphorylation and dephosphorylation; time scale ≈ 1 min), and 

class-3 variables describe the rapid formation of protein complexes (time scale ≈ 0.1 min). 
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Table S2. Equations of the budding yeast cell cycle model. 

Cell Growth  











300
1

d

d V
V

t

V
  (1) 

START Module  

)1(][Ydj1[Ydj1] ydj1/

T

vV
e


  (2) 

)(]Ssa1[[Ssa1P] ssa1T WH    

ssa1dp,b2ssa1,p,ssa1 ]Clb2[  W  
(3) 

)0],Ydj1[]Ssa1P[]Ssa1max([][Ssa1 TF   (4) 

]Cln3[)1(
d

]Cln3[d
Tcln3d,

/

cln3s,
T cln3 


kek

t

vV  (5) 

])Ssa1P[]Ssa1[],Cln3min([][Cln3 FTER   (6) 

]Cln3[]Cln3[][Cln3 ERTN   (7) 

]Bck2[)1(
d

]Bck2[d
Tbck2d,

/

bck2s,
T bck2 


kek

t

vV  (8) 

]Cln2[
d

]Cln2[d
cln2d,S2sbfcln2,s,cln2s,  kVkk

t
 

]Pr2S4P[]Pr2S6M2P[]Pr2S6S4[]Pr2S6S4P[]Pr2S6S4W5P[ s4s6ms4s6S2  eeeV  

(9) 

  ]Pr2S6S4W5P[]Pr2S6S4W5[
d

]Pr2S6S4W5P[d
s6s4w5T  WH

t
  

]Clb2[]Clb5[]Bck2[]Cln2[]Cln3[ b2s6s4w5,i,s6s4w5i,b5s6s4w5,a,Tk2s6s4w5,a,n2s6s4w5,a,Nn3s6s4w5,a,s6s4w5  W

 

(10) 

    ]Whi5[,S6S4,]Pr2[minPr2S6S4W5 TTT      (11) 

  








]Mbp1[]Swi4[

]Swi6[
]Swi4[]Swi4[minS6S4

TT

T

TTT
+

,=   (12) 

  ]Pr2S6S4P[]Pr2S6S4[
d

]Pr2S6S4P[d
s6s4T  WH

t
  

]Clb2[

]Clb5[]Bck2[]Cln2[]Cln3[

b2s6s4,i,s6s4i,

b5s6s4,a,Tk2s6s4,a,n2s6s4,a,Nn3s6s4,a,s6s4







W
 

(13)
1 
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   ]Pr2S6S4W5[S6S4],Pr2[min0,max]Pr2S6S4[ TTT   (14) 

  ]Pr2S6S4[]Pr2S6S4[
d

]Pr2S6S4[d
s6s4npT  WH

t
  

]Clb2[)

]Clb5[]Bck2[]Cln2[]Cln3[(

b2s6s4np,i,s6s4i,

b5s6s4,a,Tk2s6s4,a,n2s6s4,a,Nn3s6s4,a,s6s4np







W
 

(15)
1 

  ]Pr2S4P[]Pr2S4[
d

]Pr2S4P[d
s4T  WH

t
  

]Clb2[]Bck2[ b2s4s4,i,s4s4i,Tk2s4s4,a,s4  W  

(16) 

 
               TTTTTT

T

Pr5S6S4Pr2S6S4Pr2S6S4W5Swi4,Pr2S6S4Pr2S6S4W5Pr20,maxmin

=Pr2S4


 (17) 

  ]Pr2S6M1P[]Pr2S6M1[
d

]Pr2S6M1P[d
s6m1T  WH

t
  

]Clb2[]Clb5[]Cln2[]Bck2[]Cln3[ b2s6m1,i,s6m1i,b5s6m1,a,n2s6m1,a,Tk2s6m1,a,Nn3s6m1,a,s6m1  W

 

(18) 

               TTTTTT Pr5S6M1S6M1,Pr2S4Pr2S6S4Pr2S6S4W5Pr2,0maxminPr2S6M1 =  (19) 

  









]Mbp1[]Swi4[

]Swi6[
]Mbp1[]Mbp1[minS6M1

TT

T
TTT

+
,  (20) 

  ]Pr5S6M1P[]Pr5S6M1[
d

]Pr5S6M1P[d
s6m1T  WH

t
  (21) 

    TT S6M1]Pr5[85.0minPr5S6M1 ,  (22)
2 

  ]Pr5S6S4P[]Pr5S6S4[
d

]Pr5S6S4P[d
s6s4T  WH

t
  (23) 

 

      TTTT Pr2S6S4Pr2S6S4W5S6S4]Pr5[15.0min]Pr5S6S4[  ,  
(24)

2 

BUD][Clb5])[Cln2][]Cln3[(
d

d[BUD]
budd,b5bud,n2bud,Nn3bud,ebud,s,  keeek

t
 (25)

3 

S/G2/M Module  
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        

]Clb5[])APC:Cdc20[]APCP:Cdc20[(               

)1(Pr5S6S4Pr5S6M1Pr5,0max2.01
d

]d[Clb5

TAiclb5,20,d,Aclb5,20d,clb5d,

/

S5mbfclb5,s,TTclb5s,
T clb5






kkk

eVkk
t

vV

 

]Pr5S6S4P[]Pr5S6M1P[ s6s45,s6m5,S5  eeV  

(26) 

]Clb2[])Cdh1[]APC:Cdc20[ ]APCP:Cdc20[(                

)1(])[Mcm1(
d

]d[Clb2

TAh1clb2,d,Aiclb2,20,d,Aclb2,20d,clb2d,

/

Am1clb2,s,clb2s,
T clb2






kkkk

ekk
t

vV

 (27) 

]CKIP[])CKIP[]CKI([]Swi5[
d

]d[CKI
ckipd,Tckid,Aswi5cki,s,ckis,

T  kkkk
t

 (28) 

]CKIP[])CKIP[)(]CKI([
d

d[CKIP]
ckipd,ckiTcki  kWH

t
  

Cdc14][Clb2][Clb5][Cln2][ cki,14dp,ckidp,b2cki,p,b5cki,p,n2cki,p,cki  W  

(29) 





























CLB2nd]Clb2[]Clb5[

]KIC[
1]Clb5[,0maxClb5][

TT

Tsic1

T

h
 

hsic1 = 0 only when SIC1 is deleted and  hsic1 = 1 otherwise 

CLB2nd=0 and non-zero only when non-degradable Clb2 is present 

(30) 































CLB2nd]Clb2[]Clb5[

]KIC[
1)CLB2nd]2Clb[(,0max]Clb2[

TTsic1

TCDC6

TF
h

h
 

hCDC6 > 1 only when CDC6 is overexpressed and  hCDC6 = 1 otherwise 

CLB2nd=0 and non-zero only when non-degradable Clb2 is present 

(31) 

))(1(]Clb2[Clb2][ clb2F WH    

][Swe1Tweclb2,p,clb2dp,clb2  W  
(32) 

]Swe1P[])Cdh1[(])Swe1P[]Swe1([])Cdh1[(                  

d

]d[Swe1

Ah1swe1p,d,swe1pd,TAh1swe1,d,swe1d,

S2sbfswe1,s,swe1s,
T





kkkk

Vkk
t  (33) 

]Swe1P[])Cdh1[(])Swe1P[)(]Swe1([
d

d[Swe1P]
Ah1swe1p,d,swe1pd,swe1T  kkWH

t
  

swe1dp,b2swe1,p,swe1 [Clb2]  W  

(34) 

]Swi5[]Mcm1[
d

]d[Swi5
Tswi5d,Am1swi5,s,swi5s,

T  kkk
t

 (35) 
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)(]Swi5[][Swi5 swi5TA WH    

[Clb2]][Cdc14 b2swi5,i,swi5,14a,swi5a,swi5  W  
(36) 

]ORI[])Clb2[]Clb5[(
d

d[ORI]
orid,b2ori,b5ori,eori,s,  keek

t
 (37)

3 

])Cdh1[)(]Cdh1([
d

]d[Cdh1
Acdh1T

A  WH
t

  

])Clb2[]Clb5[]Cln2[(]Cdc14[ b2cdh1,i,b5cdh1,i,n2cdh1,i,cdh1,14a,cdh1a,cdh1  W  

(38) 

)(]Mcm1[]Mcm1[ mcm1TA WH    

mcm1i,b2mcm1,a,mcm1 ]Clb2[  W  
(39) 

])APCP[)(]APC([
d

d[APCP]
apcTapc  WH

t
  

apci,b2apc,a,apc ]Clb2[  W  

(40) 

])Mad2[)(]Mad2([
d

]d[Mad2
Amad2T

A  WH
t

  

)(otherwise 0or  ))1]SPN[ and before) 0 reset to  was(ORI&1)([ORI](for or  1)((HU 1SAC

,SAC mad2i,mad2a,mad2



 W
 

HU = 1 in  hydroxyurea and HU = 0 otherwise 

(41) 

]Cdc20[]Mcm1[
d

]d[Cdc20
Tcdc20d,Am1cdc20,s,cdc20s,

T  kkk
t

 (42) 

)]Mad2[]Cdc20[,0(max]Cdc20[ ATA   (43) 

)]APCP[],Cdc20min([]APCP:Cdc20[ AA   (44) 

)]PAPC[]APC[],APCP:Cdc20[]Cdc20min([]APC:Cdc20[ TAAA   (45) 

)(otherwise 0or  )[Clb2](for  1

],SPN[
d

d[SPN]

spnspn

spnd,spnspns,

JB

kBk
t




 (46)

3 

EXIT Module  

]Pds1[])APC:Cdc20[                   

]APCP:Cdc20[(
d

]d[Pds1

TAipds1,20,d,

Apds1,20d,pds1d,S5mbfpds1,s,pds1s,
T





k

kkVkk
t  (47) 



25 

 

])Pds1[][Esp1 max(0,Esp1][ TT   (48) 

])Cdc55[)(]Cdc55([
d

]d[Cdc55
Ac55T

A  WH
t

  

[Esp1]p1cdc55,i,c55  W  

(49) 

])Net1[)(]Net1([
d

]d[Net1
Anet1T

A  WH
t

  

])Cdc15[]Cdc15:Tem1[]Clb2[(]Cdc5[          

]Cdc55[Cdc14n][

AFnet1,15p,AAennet1,p,b2net1,p,net1p,A

Ac55net1,dp,net1,14dp,net1dp,net1







W
 

(50) 

 ]Tem1[]Cdc15[,0max]Cdc15[ AAAF   (51) 

[Cdc14c]]Cdc15:Tem1[[Cdc14n]
d

d[Cdc14c]
nccdc14,AAcncdc14,   rr

t
 (52) 

)]Net1[]Cdc14[,0max(]Cdc14[ Anet114,T    (53) 

]Cdc14c[]Cdc14[[Cdc14n]   (54) 

]Cdc5[])Cdh1[(]Mcm1[
d

]d[Cdc5
TAh1polo,d,polod,Am1polo,s,polos,

T  kkkk
t

 (55) 

])Cdc5[)(]Cdc5([
d

]d[Cdc5
ApoloT

A  WH
t

  

poloi,b2polo,a,polo ]Clb2[  W  

(56) 

])Bub2[)(]Bub2([
d

]d[Bub2
Abub2T

A  WH
t

  

bub2 a,bub2 a,bub2,14 a,bub2,c55 A i,bub2,lte,lo A SPOC i,bub2,lo A

SPOC cleave

[Cdc14] [Cdc55 ] [Cdc5 ] I [Cdc5 ]

where boolean variable  I SPO (1 NOC) (Heav(TEV [Esp1]- )

W     



       

    

 

SPO = 1 

NOC = 1 in  nocodazole and NOC = 0 otherwise 

TEV = 1 with TEV and TEV = 0 otherwise 

(57) 

])Tem1[)(]Tem1([
d

]d[Tem1
Atem1Ttem1

A  WH
t

  

]Bub2[]Cdc5[ Abub2tem1,i,Alotem1,a,tem1a,tem1  W  

(58) 
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])Cdc15[)(]Cdc15([
d

]d[Cdc15
Acdc15T

A  WH
t

  

]Clb2[]Cdc14[ b2cdc15,i,cdc15i,cdc15,14a,cdc15  W  

(59) 

)]Cdc5[,0max()]Cdc15[],Tem1min([]Cdc15:[Tem1[MEN] AAAAA   (60) 

Definition: 
 

 xexH  11)(  
 

Rules:  

1) Bud emerges when [BUD] = 1. 

2) DNA synthesis starts when [ORI] = 1. 

3) Spindle assembly is complete and chromosomes are properly aligned when [SPN] = 1.  

4) The cell divides asymmetrically between mother and daughter cells when [Clb2] drops below θcd. The 

mother:daughter size ratio at birth is 54:46 in glucose medium and 58:42 in galactose and raffinose media.  

5) [BUD] is reset to 0 at cell division.  

6) [ORI] is reset to 0 (origins of replication are relicensed) and [SPN] is reset to 0 when [Clb2] + [Clb5] drops 

below θrl. 

 

Notes: 

1. Equations (13) and (15) describe, respectively, the rates of change of the phosphorylated and non-

phosphorylated fractions of total Swi4:Swi6 bound to the CLN2 promoter Pr2. The effect of [Clb2] on 

both variables is negative because Clb2-dependent kinase phosphorylates and inactivates both 

Pr2S6S4P and Pr2S6S4. 

2. In Eqs. (22) and (24), we assume that the CLB5 promoter Pr5 binds both Swi6:Mbp1 and Swi4:Swi6  

to an extent of 85% and 15%, respectively, as determined by deBruin  et al. (45); see their 

Supplemental Figure 4. 

3. [BUD], [ORI] and [SPN] are variables that integrate the activities of various cyclin-dependent kinases 

that drive bud initiation, origins of replication and spindle assembly. In each case, we include a small 

rate constant (kd,bud,  kd,ori,  kd,spn) representing the activity of an unspecified phosphatase opposing the 

kinase. 
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Table S3. Basal parameter values for wild-type cells.  

Rate constants (min
−1

) (subscripts: “s” for synthesis, “d” for degradation) 

ks,bck2
 0.13 kd,bck2

 0.25     

ks,bud,e
 1.3 kd,bud

 0.01     

ks,cdc20
 0.0008 ks,cdc20,m1

 0.2 kd,cdc20
 0.32   

ks,cki
 0.00115 ks,cki,swi5

 0.02745 kd,cki
 0.0153 kd,ckip

 0.5 

ks,clb2
 0.005 ks,clb2,m1

 0.19772     

kd,clb2
 0.0086 kd,clb2,20

 1.142 kd,clb2,20,i
 0.15 kd,clb2,h1

 0.6 

ks,clb5
 0.0008 mbfclb5,s,k  0.0156     

kd,clb5
 0.035 kd,clb5,20

 0.8 kd,clb5,20,i
 0.25   

ks,cln2
 0 sbfcln2,s,k  0.1 kd,cln2

 0.135   

ks,cln3
 0.1 kd,cln3

 0.2     

ks,ori,e
 2 kd,ori

 0.06     

ks,pds1
 0.03 mbfpds1,s,k  0.03     

kd,pds1
 0.01 kd,pds1,20

 2.5 kd,pds1,20,i
 1.7   

polos,k  0 ks,polo,m1
 0.22 kd,polo

 0.3 kd,polo,h1
 1.5 

ks,swi5
 0.005 ks,swi5,m1

 0.03 kd,swi5
 0.08   

ks,spn
 0.24 kd,spn

 0.03     

swe1s,k  0.001 sbfswe1,s,k  0.007     

swe1d,k  0.01 h1swe1,d,k  0.5 swe1pd,k  0.2 h1swe1p,d,k  0.7 

Other time-scale factors (min
−1

)  

  0.0077  (MDT = 90 min in glucose medium) 

  1 cki  10 apc  0.5 tem1  0.1 

Interaction coefficients (dimensionless)  

(subscripts: “a” for activation, “i” for inactivation, “p” for phosphorylation, “dp” for dephosphorylation)           

b2apc,a,  0.625 apci,  0.7     

bub2,14a,  0.05 bub2a,  2.71 c55bub2,a,  0.8 lobub2,i,  3.85 

lolte,bub2,i,  6.7       

cdc15,14a,  0.85 cdc15i,  0.23 b2i,cdc15,  0.0149   

p1cdc55,i,  0.981       

cdh1,14a,  1.1 cdh1a,  0.032     

n2cdh1,i,  0.9 b5cdh1,i,  9.1 b2cdh1,i,  0.162   

n2cki,p,  1.15 b5cki,p,  9.5 b2cki,p,  1.65   

ckidp,  0.7 cki,14dp,  1.747     

clb2dp,  1.5 weclb2,p,  1.05     
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mad2a,  30 mad2i,  0.6     

b2mcm1,a,  10 mcm1i,  1.7     

b2net1,p,  0.0225 ennet1,p,  6.6 net1,15p,  0.288 net1p,  0.22 

net1dp,  0.055 net1,14dp,  2.51 c55net1,dp,  1.0   

b2polo,a,  4.8 poloi,  0.2     

n3s6s4w5,a,  8.43 n2s6s4w5,a,  0.01 k2s6s4w5,a,  2.1 b5s6s4w5,a,  0.01 

s6s4w5i,  0.8 b2i,s6s4w5,  2.87     

n3s6s4,a,  3.6 n2s6s4,a,  0.28 k2s6s4,a,  0.6 b5s6s4,a,  4.62 

s6s4i,  0.5 b2s6s4,i,  0.035 b2s6s4np,i,  0.4   

k2s4s4,a,  8.5 s4s4i,  0.5 b2s4s4,i,  4.5   

n3s6m1,a,  3.3 n2s6m1,a,  0.2 k2s6m1,a,  0.04 b5s6m1,a,  6.2 

s6m1i,  0.5 b2s6m1,i,  0.03     

b2ssa1,p,  2.0 ssa1dp,  1.0     

b2swe1,p,  1.5 swe1dp,  0.5     

swi5,14a,  5.1 swi5a,  0.2 b2swi5,i,  1.0   

lotem1,a,  1.1 tem1a,  0.5 bub2tem1,i,  2.5   

Total concentrations (dimensionless)  

]APC[ T
 25 ]Bub2[ T  1 ]Cdc14[ T

 2 ]Cdc15[ T
 1 

]Cdc55[ T  1 ]Cdh1[ T
 1 ]Esp1[ T

 0.5 ]Mad2[ T  25 

]Mbp1[ T  5.5 ]Mcm1[ T
 1 ]Net1[ T

 3.55 ]Pr2[  2 

]Pr5[  2 ]Ssa1[ T  1 ]Swi4[ T  5.5 ]Swi6[ T  30 

]Tem1[ T  2 ]Whi5[ T  10 ][Ydj1T  2.5   

Other parameters (dimensionless)   

ebud,b5
 0.38 ebud,n2

 0.45 ebud,n3
 0.3 b2ori,e  0.35 

eori,b5
 0.5 Jspn

 0.14 s6m5,e  0.16 s4e  0.213 

s6me  0.63 s4s6e  0.216 s6s45,e  1.1 cncdc14, r  13 

nccdc14, r  0.022 bck2v  3 clb2v  1.8 clb5v  0.2 

cln3v  12 ydj1v  2.9 θcd 0.2 θcleave 0.05 

θrl 0.199   10 net114,  1 f 0.4586 
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Table S4. List of mutant strains simulated by our model (inconsistencies are highlighted in red 

and * indicates predictions). 

 

Wild-type 

In glucose 

In galactose 

 

Start –mutants 

mbp1 

ssa1 

swi4 

swi6 

swi6 in galactose 

whi5 

ydj1 

WHI5OP 

bck2 mbp1  

bck2 swi4 

bck2 swi6 

bck2 whi5 

cln3 mbp1 

cln3 ssa1  

cln3 swi4 

cln3 swi6 

cln3 whi5 

cln3 ydj1  

mbp1 swi4  

mbp1swi6  

mbp1 whi5  

swi4 swi6 

swi4 whi5 

swi6 whi5 

whi5 GAL-BCK2 

bck2 cln3 swi6 

bck2 cln3 whi5 

bck2 swi6 sic1 

bck2 swi6 GAL-CLB5* 

bck2 swi6 whi5 

cln1 cln2 mbp1* 

cln1 cln2 swi4 

cln1 cln2 swi6 

cln3 mbp1 swi6* 

cln3 mbp1 multi-copy BCK2* 

cln3 mbp1 whi5* 

cln3 swi4 sic1* 

cln3 swi4 multi-copy BCK2* 

cln3 swi4 GAL- BCK2* 

cln3 swi4 whi5* 

mbp1 swi4 GAL- BCK2 

mbp1 swi4 GAL- CLB5* 

mbp1 swi4 GAL-CLN2 

mbp1 swi4 GAL-CLN3* 

mbp1 swi4 cdh1* 

mbp1 swi4 sic1* 

mbp1 swi4 whi5* 

swi4 swi6 sic1 

swi4 swi6 GAL- BCK2 

swi4 swi6 GAL-CLB5* 

swi4 swi6 GAL-CLN2 

swi4 swi6 GAL-CLN3 

swi4 swi6 whi5* 

bck2 cln3 mbp1 whi5* 

bck2 cln3 swi4 whi5 

bck2 cln3 swi6 GAL-CLN3 

cln1 cln2 cln3 whi5 

cln3 swi4 whi5 sic1* 

 

Bck2 mutants 

bck2 

Multi-copy BCK2 

bck2 cln3  

bck2Δ cln3Δ cdh1Δ* 

bck2 cln3 sic1  

bck2 cln3 GAL-CLB5* 

bck2 cln3 multi-copy CLN2 

bck2 cln3 GAL-CLN3 

bck2 cln3 cdc6 sic1* 

bck2 cln3 GAL-CLN2 

 

Cln mutants 

cln3 

GAL-CLN2 

GAL-CLN3 

 

cln1 cln2 

cln1cln2 bck2 

cln1 cln2 cdh1  

cln1 cln2 cln3 

cln1 cln2 sic1 

cln1 cln2 GAL-SIC1 

cln1 cln2 cdc6 sic1 

cln1 cln2 bck2 cdh1* 

cln1 cln2 cdh1 GAL-CLN2 

cln1 cln2 cdh1 GAL-SIC1 

cln1 cln2 cln3 apcts 

cln1 cln2 cln3 cdh1 

cln1 cln2 cln3 sic1 

cln1 cln2 cln3 multi-copy BCK2 

cln1 cln2 cln3 GAL-CLB2 

cln1 cln2 cln3 GAL-CLB5 

cln1 cln2 cln3 multi-copy CLB5 

cln1 cln2 cln3 GAL-CLN2 

cln1 cln2 cln3 GAL-CLN3 

cln1 cln2 GAL-SIC1 GAL-CLN2 

cln1 cln2 cln3 sic1 cdc6* 

cln1 cln2 GAL-SIC1 GAL-CLN2 cdh1 

cln1 cln2 cln3 bck2 GAL-CLN2 

 

Cdh1, Sic1 mutants 

cdh1 

cdc6 

sic1  

swi5 

GAL-CDC6 

Multi-copy CDC6 

CDH1 constitutively active 

SIC1-4A 

GAL-SIC1 

Multi-copy SIC1 

Multi-copy SIC1-high 

GAL-SIC1-db  

GAL-SIC1-4A 

cdc6 sic1 

sic1 cdh1 

swi5 cdh1 

sic1 GAL-CLB2 

cdh1 GAL-CLB2 

swi5 GAL-CLB2 

cdh1 GAL-CLB5 

sic1 GAL-CLB5 

sic1 CLB5-db 

cdc6 sic1 cdh1 

sic1 cdh1 GAL-CDC20 

swi5 cdh1 GAL-SIC1 

SIC1-4A clb5  clb6 

sic1 cdc6 cdh1 GAL-CDC20  

 

Clb5 Clb6 mutants 

clb5 

GAL-CLB5 

Multi-copy CLB5 

CLB5-db 

GAL-CLB5-db 

clb5 clb6 

 clb5 pds1  

CLB5-db pds1  

clb5 clb6 pds1 

clb5 pds1 + multi-copy SIC1-high 

clb5 clb6 cln1 cln2  

clb5 clb6 pds1 + multi-copy SIC1-high 

 

Clb1 Clb2 mutants 

GAL-CLB2 

CLB2-db 

CLB2-db in galactose  

Multi-copy GAL-CLB2 

clb1 clb2 

clb2 CLB1 

CLB2-db clb5  

CLB2-db clb5 in gal 

CLB2-db GAL-SIC1 

CLB2-db multi-copy SIC1 

clb2 CLB1 cdh1 

clb1 clb2 clb5 

clb2 CLB1 pds1 

CLB2-db clb5 clb6 

CLB2-db clb5 clb6 in gal 

clb1 clb2 clb5 clb6 

 

Cdc20 mutants 

cdc20ts 

GAL-CDC20 

cdc20 clb5 

cdc20 pds1 

cdc20 GAL-SIC1-4A 

cdc20 clb5 pds1  

cdc20 pds1 cdh1 

cdc20 pds1 CLB5-db 

cdc20 pds1 SIC1-4A* 

cdc20 pds1+ multi-copy SIC1-high 

cdc20 clb5 clb6 pds1 

cdc20 pds1 clb5cdh1 

cdc20 pds1 cdh1+ multi-copy SIC1-high 

cdc20 pds1 clb5 + multi-copy SIC1-high 

cdc20 pds1 clb5 cdh1 + multi-copy SIC1-high 

  

APC mutants 

APC-A 

APC-A cdh1 

APC-A cdh1 in galactose 

APC-A sic1 

APC-A GAL-CLB2  

APC-A cdc6 sic1  

APC-A cdh1 GAL-CDC6 

APC-A cdh1 multi-copy CDC6 

APC-A cdh1 GAL-SIC1 

APC-A cdh1 multi-copy SIC1 

APC-A chd1 multi-copy CDC20 

 

Pds1/Esp1 interaction 

cdc55 

cdc55 in galactose 

esp1ts 

pds1 

pds1 in galactose 

GAL-CDC55 

PDS1-db 

GAL-PDS1-db 

GAL-ESP1 cdc20ts 

GAL-PDS1-db esp1ts 

GAL-ESP1 GAL-PDS1-db  

cdc20 GAL-PDS1-db GAL-TEV CDC20-back 

GAL-TEV cdc20  

GAL-ESP1cdc20 clb5  

GAL-PDS1-db GAL-TEV cdc20-back 

GAL-TEV cdc20 clb5  

GAL-TEV cdc20 GAL- SIC1 

 

Checkpoint mutants 

WT in hydroxyurea 

WT in nocodazole 

bub2 

bub2 in nocodazole 

bub2 in hydroxyurea-arrested cells 

mad2 

mad2 in nocodazole 

net1ts in nocodazole 

pds1 in nocodazole 

bub2 cdc20ts  

bub2 pds1 in nocodazole 

mad2 bub2 

mad2 bub2 in nocodazole 

mad2 cdc20ts  

mad2 pds1 in nocodazole 

mad2 GAL-TEM1 in nocodazole 

 

 MEN pathway mutants 

cdc15 

cdc15as1 

lte1 

tem1 

GAL-CDC15  in hydroxyurea-arrested cells GAL-

CDC15 

Multi-copy CDC15 

 

 

GAL-TEM1 

multi-copy TEM1 

cdc15 net1ts 

cdc15 cdc20-back 

lte1 bub2 

lte1 esp1ts 

tem1 net1ts 

cdc15ts multi-copy CDC14 

cdc15 GAL-SIC1 

cdc15ts multi-copy TEM1 

cdc15 multi-copy SWI5 

tem1ts GAL-CDC15 

tem1 multi-copy CDC14 

tem1ts multi-copy CDC15 

cdc15 net1ts cdh1 

cdc15as1 cdc20 pds1 

cdc15as1 cdc20 pds1 clb5 

cdc15as1 cdc20 pds1 clb5 clb6 

 

Exit-from-mitosis mutants 

cdc5 

cdc14ts 

cdc14ts in galactose 

net1ts 

swe1 

CDC5-db 

GAL-CDC5 

Nocodazole then GAL-CDC5  

Hydroxyurea then GAL-CDC5  

GAL-CDC14 

GAL-NET1 

TAB6-1 

cdc5 bub2  

cdc5 cdc15 

cdc5 net1 

cdc5 tem1 

cdc14ts cdh1 non-permissive temperature 

cdc14ts sic1 non- permissive temperature 

net1ts cdc20ts 

cdc5 GAL-CDC15 

cdc5 GAL-SIC1 

cdc5 multi-copy SWI5 

cdc14-1 GAL-CDC15 

bub2 GAL-CDC5 in hydroxyurea 

GAL-CDC5 cdc15 

cdc14ts GAL-CLN2 non-permissive temp.  

cdc14ts GAL-SIC1 

TAB6-1 cdc15ts 

TAB6-1 clb5 

GAL-CDC5 cdc20 

GAL-CDC14 GAL-NET1 

TAB6-1 clb5 clb6 

TAB6-1 clb2 CLB1 

GAL-CDC5 GAL-PDS1 cdc20* 

cdc20 then GAL-PDS1db  GAL-CDC5 

cdc20pds1 cdh1 then URL-cdc5 

 

Cdc14- oscillating mutants 

GAL-CLB2-db 

GAL-CLB2nd 

GAL-CLB2-db cdc5-1 

GAL-CLB2-db CDC5-db 

GAL-CLB2-db cdc14-1 

GAL-CLB2-db cdc15as1 

GAL-CLB2-db cdc20-3 

GAL-CLB2-db cdh1 

GAL-CLB2-db sic1 

GAL-CLB2-db swi5 

GAL-CLB2-db cdc6 sic1* 

GAL-CLB2-db cdc20 clb5 pds1*  

GAL-CLB2nd cdc5-1 

GAL-CLB2nd CDC5-db 

GAL-CLB2nd cdc14-1 

GAL-CLB2nd cdc15as1 

GAL-CLB2nd cdc20-3 

GAL-CLB2nd cdh1 

GAL-CLB2nd sic1 

GAL-CLB2nd swi5 

GAL-CLB2ndcdc6 sic1* 

GAL-CLB2ndcdc20 clb5 pds1* 

 

Mutant lacking  transcription regulation 

mbp1 mcm1 swi4 swi5 swi6 GAL-CLB2 GAL-CDC5 

GAL-CDC20 GAL-CLN2(low) GAL-SIC1(low)* 
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Table S5. Parameter values used to simulate mutant alleles. 

Single mutation 

(deletion) 

Modified parameters Single mutation 

(overproduction) 

Modified parameters 

WT in galactose  MDT=150, f=0.41556 APC-A b2apc,a, =0 

WT in hydroxyurea 

HU=1, ks,ori,e
=0, ks,polo,m1

= 

ks,polo,m1
/3, ks,clb2

= ks,clb2
/3, 

ks,clb2,m1
= ks,clb2,m1

/3 

multi-copy BCK2 ks,bck2
= 65 bck2s,k  

WT in nocodazole NOC=1, ks,spn
=0 CDC5-db kd,polo,h1

=0 

apc
ts
 

ks,cdc20
=0, ks,cdc20,m1

=0, [Cdh1T]=0, 

[Cdc20T]=0 
GAL-CDC5 polos,k = 1.2 m1polo,s,k , MDT=150, f=0.41556 

bck2  ks,bck2
=0, [Bck2T]=0 GAL-CDC6 hCDC6=3, MDT=150, f=0.41556 

bub2 [Bub2T]=0, [Bub2A]=0 multi-copy CDC6 hCDC6=5 

cdc5 ks,polo,m1
=0 GAL-CDC14 [Cdc14T]=7[Cdc14T], MDT=150, f=0.41556 

cdc6 ks,cki
= ks,cki

/3, swi5cki,s,k = swi5cki,s,k /3 multi-copy CDC14 [Cdc14T]= 2[Cdc14T] 

cdc14
ts
 [Cdc14T]=0 GAL-CDC15 [Cdc15T]=10[Cdc15T], MDT=150, f=0.41556 

cdc14-1 [Cdc14T]=0.05 multi-copy CDC15 [Cdc15T]=20[Cdc15T] 

cdc15 [Cdc15T]=0  GAL-CDC55 [Cdc55T]=3[Cdc55T], MDT=150, f=0.41556 

cdc15
as1

 [Cdc15T]=0.05 GAL-CDC20 ks,cdc20
= 3 m1cdc20,s,k , MDT=150, f=0.41556 

cdc20
ts
  or  cdc20 ks,cdc20

=0, ks,cdc20,m1
=0, [Cdc20T]=0 GALL-CDC20 ks,cdc20

= ks,cdc20,m1
, MDT=150, f=0.41556 

cdc20-3 
ks,cdc20

= 0.2 cdc20s,k , ks,cdc20,m1
= 

0.2 m1cdc20,s,k  

CDH1 constitutively 

active 

b2cdh1,i, =0, b5cdh1,i, =0, n2cdh1,i, =0, 

MDT=150, f=0.41556 

cdc55 [Cdc55T]=0 GAL-CLB2 ks,clb2
= 0.2 m1clb2,s,k , MDT=150, f=0.41556 

cdh1 [Cdh1T]=0,  [Cdh1A]=0 CLB2-db 
kd,clb2,h1

= 0.37 h1clb2,d,k , clb2,20d,k =0, 

kd,clb2,20,i
=0 

clb5 
ks,clb5

= ks,clb5
/10, mbfclb5,s,k =

mbfclb5,s,k /10 

multi-copy CLB2 in 

GAL  

 

ks,clb2
= 5 clb2s,k , ks,clb2,m1

= 5 m1clb2,s,k , 

MDT=150, f=0.41556 

 

cln3 ks,cln3
=0, [Cln3T]=0 

GAL-CLB2-db  

(high) 

ks,clb2
= 1.7 m1clb2,s,k , kd,clb2,h1

= 

0.37 h1clb2,d,k , clb2,20d,k =0, kd,clb2,20,i
=0, 

MDT=150, f=0.41556 

esp1
ts
 [Esp1T]=0.081 GAL-CLB2

nd
 CLB2nd=3, MDT=150, f=0.41556  

lte1 lolte,bub2,i, =0 GAL-CLB5 ks,clb5
= 2.2 mbfclb5,s,k , MDT=150, f=0.41556 

mad2 

 mad2a, =0, [Mad2A]=0 multi-copy CLB5 ks,clb5
= 5 clb5s,k , mbfclb5,s,k = 5 mbfclb5,s,k  

mbp1 [Mbp1T]=0 CLB5-db clb5,20d,k =0, kd,clb5,20,i
=0 

net1
ts
 net114, =0.25 GAL-CLN2 cln2s,k =0.06, MDT=150, f=0.41556 
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pds1 ks,pds1
=0, mbfpds1,s,k =0 GAL-CLN2(low)  cln2s,k =0.01, MDT=150, f=0.41556 

sic1 
ks,cki

= ks,cki
2/3, swi5cki,s,k = swi5cki,s,k

2/3, sic1h =0, [CKIT]=2[CKIT]/3 
multi-copy CLN2 sbfcln2,s,k = 5 sbfcln2,s,k  

ssa1 [Ssa1T]=0 GAL-CLN3 ks,cln3
= 7 cln3s,k , MDT=150, f=0.41556 

swe1 

 swe1s,k =0, sbfswe1,s,k =0 GAL-ESP1 [Esp1T]= 5.8[Esp1T], MDT=150, f=0.41556 

swi4 [Swi4T]=0 GAL-NET1 

[Net1T]= 4[Net1T], 

/4/4,

/4,/4

,/4,/4

net1,15p,net1,15p,ennet1,p,ennet1,p,

b2net1,p,b2net1,p,net1p,net1p,

c55net1,dp,c55net1,dp,net1,14dp,net1,14dp,













 MDT=150, f=0.41556 

swi5 ks,swi5
=0, ks,swi5,m1

=0 PDS1-db pds1,20d,k =0, kd,pds1,20,i
=0 

swi6 [Swi6T]=0 GAL-PDS1-db 
ks,pds1

= 5 pds1s,k , pds1,20d,k =0, kd,pds1,20,i
=0, 

MDT=150, f=0.41556 

tem1 

 
[Tem1T]=0 SIC1-4A b2cki,p, =0, b5cki,p, =0, n2cki,p, =0 

whi5 [Whi5T]=0  GAL-SIC1 MDT=150, f=0.41556, ks,cki
= swi5cki,s,55.0 k  

ydj1 ydj1k =0 GAL-SIC1(low) MDT=150, f=0.41556, ks,cki
= swi5cki,s,21.0 k  

cdc6 sic1 ks,cki
=0, swi5cki,s,k =0 multi-copy SIC1 ks,cki

= 3 ckis,k , swi5cki,s,k = 3 swi5cki,s,k  

clb1 clb2 ks,clb2
=0, ks,clb2,m1

=0 
multi-copy SIC1-

high 
ks,cki

= 36 ckis,k , swi5cki,s,k = 36 swi5cki,s,k  

clb2 CLB1 
ks,clb2

= ks,clb2
/2,  

ks,clb2,m1
= ks,clb2,m1

/2 
GAL-SIC1-db  

ks,cki
=0.55 swi5cki,s,k , kd,ckip

=0, MDT=150, 

f=0.41556 

clb5 clb6 ks,clb5
=0, mbfclb5,s,k =0 GAL-SIC1-4A  

b2cki,p, =0, b5cki,p, =0, n2cki,p, =0, ks,cki
= 

15 swi5cki,s,k , MDT=150, f=0.41556 

cln1 cln2 sbfcln2,s,k =0, [Cln2]=0 TAB6-1 net114, =0.3 

  GAL-TEM1 [Tem1T]=10[Tem1T], MDT=150, f=0.41556 

  multi-copy TEM1 [Tem1T]=10[Tem1T] 

  GAL-TEV TEV=1, MDT=150, f=0.41556 

  WHI5
OP 

/2,/2

,/2,/2

b5s6s4pw,p,b5s6s4pw,p,k2s6s4pw,p,k2s6s4pw,p,

n2s6s4pw,p,n2s6s4pw,p,n3s6s4pw,p,n3s6s4pw,p,








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Table S6. START mutant strains discussed in the main text of the manuscript. 

Mutant Genotype Observed Phenotype (simulation result) References 

ssa1 viable (cell size: 0.8x) (29) 

ydj1 viable (cell size: 1.85x) (30) 

swi4 viable (cell size: 1.9x) (6) 

swi6 viable (cell size: 2.4x) (6) 

mbp1 viable (cell size: 1.0x)  (46) 

swi4 swi6 inviable (G1 arrest) (46) 

swi4mbp1 inviable (G1 arrest) (46) 

whi5 viable (cell size: 0.63x) (30) 

WHI5
0P

 viable (cell size: 1.49x) (5) 

cln3 viable (cell size: 1.85x) (5) 

cln3 whi5 viable (cell size: 0.63x) (4, 5) 

cln3mbp1 viable (cell size 1.84x) (40) 

cln3swi6 viable (cell size: 2.4x) (6) 

cln3 swi4 inviable (G1 arrest) (47) 

cln3 bck2 G1 arrest (G1 arrest) (48) 

cln3 bck2whi5 viable (cell size: 1.48x) (4, 5) 

cln1cln2 cln3 inviable (G1 arrest) (49) 

cln1cln2 cln3sic1 viable (cell size: 1.44x) (50, 51) 

cln1cln2 cln3GAL-CLB5 viable (cell size: 0.43xWT in GAL) (41, 52)  

cln3Δ bck2Δ sic1Δ inviable (G1 arrest) (48) 

cln1cln2 cln3cdh1 telophase arrest (T arrest) (53) 

cln1cln2 cdh1 viable (cell size: 1x) (22) 

cln1cln2 viable (cell size: 2.3x) (54) 

swi4 swi6 sic1 inviable (G1 arrest) (48) 

bck2 swi6 sic1 inviable (G1 arrest) (55) 

cln1cln2 swi4 inviable (G1 arrest) (56) 

cln1cln2 cln3whi5 inviable (G1 arrest) (4) 

swi4mbp1 GAL-BCK2 inviable (G1 arrest) (48) 
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Table S7. FINISH mutant strains discussed in the main text of the manuscript. 

Mutant Genotype Observed Phenotype (simulation result) Ref. 

cdc14 telophase arrest (T arrest) (57) 

pds1 viable (cell size: 0.98x) (58) 

cdc55 viable (cell size: 0.997x) (59) 

cdc20 metaphase arrest (M arrest) (60) 

cdc20 pds1 telophase arrest (T arrest) (25) 

cdc20 pds1clb5 viable (cell size: 1.0x) (25) 

cdc20 pds1clb5cdh1 telophase arrest (T arrest) (25, 61) 

cdc20 pds1cdh1 + multi-copy SIC1 inviable (dies after 7 cycles) (25, 61) 

cdc20 pds1clb5cdh1 + multi-copy SIC1 viable (cell size: 0.75x) (25, 61) 

cdc15  
telophase arrest (T arrest, Cdc14 is released 

and then comes back) 
(62) 

esp1 inviable (mitotic exit is delayed 7.8 min) (63) 

cdc20 PDS1-db CDC20-back inviable (M arrest) (63, 64) 

cdc20 GAL-PDS1-db GAL-TEV CDC20-back 
mitotic exit delayed (mitotic exit with 3 min 

delay) 
(65) 

bub2 viable (cell size: 1.0x) (66) 

tem1 telophase arrest (T arrest) (67) 

tem1
ts
 multi-copy CDC15 viable (cell size: 1.0x) (38) 

cdc15
ts
 multi-copy TEM1 telophase arrest (T arrest) (38) 

cdc15
ts
 net1

ts
 viable (cell size: 1.26x) (68) 

tem1
ts
 net1

ts
 viable (cell size: 1.25x) (69) 

cdc15
ts
 multi-copy CDC14 viable (cell size: 1.06x) (38) 

cdc5 inviable, no Cdc14 release (T arrest) (64, 70) 

net1
ts
 cdc15 cdh1 viable (cell size: 0.99x) (69) 

GAL-CDC5 viable (cell size: 1.1xWT in GAL) (71) 

cdc20 GAL-PDS1-db GAL-CDC5 
inviable, Cdc14 is released (arrested, then 

Cdc14 released) 
(72) 

HU then GAL-CDC5 
inviable, Cdc14 is released (arrested, then 

Cdc14 released) 
(73, 74) 

NOC then GAL-CDC5 inviable, Cdc14 is released (arrested, then (72) 
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Cdc14 released) 

GAL-CLB2-dbΔ Cdc14 oscillations (Cdc14 oscillations) (31) 

GAL-CLB2
nd

 Cdc14 oscillations (Cdc14 oscillations) (33) 

GAL-CLB2-dbΔ cdc15
as1

 Cdc14 oscillations (Cdc14 oscillations) (31) 

GAL-CLB2-dbΔ sic1Δ
 

Cdc14 oscillations (Cdc14 oscillations) (31) 

GAL-CLB2-dbΔ swi5Δ Cdc14 oscillations (Cdc14 oscillations) (31) 

GAL-CLB2-dbΔ cdc20-3 Cdc14 oscillations (Cdc14 oscillations) (31) 

GAL-CLB2-dbΔ cdc5-1 

telophase arrest, no Cdc14 oscillations (T 

arrest, no Cdc14 oscillations, Cdc14 is not 

released) 

(31) 

GAL-CLB2-dbΔ GAL-CDC5-dbΔ 

telophase arrest, no Cdc14 oscillations (T 

arrest, no Cdc14 oscillations, Cdc14 is 

released) 

(31) 

GAL-CLB2-dbΔ cdh1Δ 

telophase arrest, no Cdc14 oscillations (T 

arrest, no Cdc14 oscillations, Cdc14 is 

released) 

(31) 

GAL-CLB2-dbΔ cdc14-1 
telophase arrest, no Cdc14 oscillations (T 

arrest, no Cdc14 oscillations) 
(31) 

lte1Δ viable, cold sensitive (cell size: 1.02x) (37) 

cdc14 GAL-SIC1 
partially viable (viable, cell size: 1.03xWT in 

GAL) 
(38) 

CLB2-db clb5 in galactose viable (viable, cell size: 1.25xWT in GAL) (39) 
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Table S8. Predicted phenotypes of novel mutant strains according to the basal parameter set. 

Mutant Genotype 
Predicted 

Phenotype 
Mutant Genotype 

Predicted 

Phenotype 

cln1cln2 mbp1 
viable, cell size: 

3.49x 
bck2cln3 GAL-CLB5 

viable, cell size: 

0.43xWT in GAL 

cln1cln2 cln3cdc6 

sic1 

viable, cell size: 

1.4x 
bck2 swi6 GAL-CLB5 

viable, cell size: 

0.43xWT in GAL 

cln3 swi4whi5 inviable, G1 arrest cln3 swi4 whi5 sic1 

inviable, the third 

division has mass 

>10x WT and 

mass continues to 

grow 

swi4mbp1 whi5 inviable, G1 arrest bck2 cln3 whi5 mbp1 
viable, cell size: 

1.3x 

swi4mbp1 sic1 inviable, G1 arrest swi4 swi6whi5  inviable, G1 arrest 

swi4mbp1 cdh1 inviable, G1 arrest swi4 swi6GAL-CLB5 
viable, cell size: 

0.43xWT in GAL 

swi4mbp1 GAL-CLN3 inviable, G1 arrest cln1Δ cln2Δ bck2Δ cdh1Δ  
viable, cell size: 

1.17x 

swi4mbp1 GAL-CLB5 
viable, cell size: 

0.43x WT in GAL 
cln3Δ bck2Δ cdh1Δ inviable, T arrest 

mbp1 mcm1 swi4 swi5 

swi6 GAL-CLB2 GAL-

CDC5 GAL-CDC20 GAL-

CLN2(low) GAL-SIC1(low) 

viable, cell size: 

0.95x WT in GAL 
bck2 cln3 cdc6sic1 

inviable, the third 

division has mass 

>10x WT and 

mass continues to 

grow 

cln3 mbp1 swi6 
viable, cell size: 

2.4x 

GAL-CLB2-dbΔ cdc6 

sic1 

 

arrests in 

telophase, Cdc14 

oscillations 

cln3 mbp1 whi5 
viable, cell size: 

0.63x 

GAL-CLB2-dbΔ pds1Δ 

cdc20Δ clb5Δ 

arrests in 

telophase, Cdc14 

oscillations 

cln3 mbp1multi-copy 

BCK2 

viable, cell size: 

0.63x 
GAL-CLB2

nd
cdc6 sic1 

 

arrests in 

telophase, Cdc14 

oscillations 

cln3 swi4multi-copy 

BCK2 

viable, cell size: 

0.65x 

GAL-CLB2
nd

cdc20 clb5 

pds1  

 

arrests in 

telophase, Cdc14 

oscillations 

cln3 swi4GAL- BCK2 
viable, cell size: 

0.76x WT in GAL 

GAL-CDC5GAL-PDS1-

db cdc20 

inviable, Cdc14 is 

released 

cln3 swi4 sic1 

inviable, the third 

division has mass 

>10x WT and mass 

continues to grow 

cdc20 pds1 SIC1-4A  inviable, M arrest 
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Figure S1. The example of inviable phenotypes: cln1 cln2 cln3 is arrested in G1 phase, 

Clb2 and Clb5 are inhibited due to high level of Cdh1 and CKI in this mutant which results in 

origin activation failure (panel A); cdc20 strain is arrested in M phase, Clb2 goes to high and 

Cdc14 is not released from the nucleolus (panel B); cln1 cln2 cln3 cdh1 strain is arrested in 

Telophase, despite Cdc14 release from nucleolus Clb2 never drops below θcd threshold to trigger 

the cell division (panel C). 
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Figure S2. Cyclin and APC:Cdh1 concentrations in cln3Δ bck2Δ sic1Δ cells (dashed lines) and 

cln1cln2 cln3sic1Δ cells (solid lines). In the cln3Δ bck2Δ sic1Δ strain, neither SBF nor 

MBF is active, thus Clb5 level is low and Cdh1:APC is active. By comparison, in the 

cln1cln2 cln3 sic1Δ strain, the amount of Clb5 is higher and hence the activity of 

Cdh1:APC is lower. This explains why the former strain is inviable and the latter is viable.  
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Figure S3.  Cdc14 endocycles are independent of the MEN pathway (A), of the Swi5 

transcription factor (B), of the Sic1 inhibitor (C), and of the FEAR pathway (D). Compare to 

(31). Panel D is a prediction of the model. 
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Figure S4. Cdc14 endocycles are blocked by mutations that disrupt the negative feedback loop 

Cdc5 → Cdc14 → Cdh1 ⊣ Cdc5. 
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Figure S5. Robustness analysis for the predicted phenotypes of the strains in Table S9. Each bar 

on the histogram is assigned to a particular mutant strain and represents the probability that a 

parameter set consistent with the bench-mark strains predicts the phenotype opposite to the 

prediction in Table S9.  Dashed line corresponds to the average frequency (fav = 0.3). 

 


