
Additional File-3: Experiments leading to parameter and kernel selection for the SVMs 

Selection of kernel function 
In the next table we present the performance of models built with different kernels using 
default parameters in Weka 3.7.11. The performance summarized in the table concludes 
that there is not a significant preference for any specific kernel type. 
 

 Linear Poly-K (e=2) Poly-K (e=3) PUK RBF 
3D data 81.58 81.07 81.58 81.92 80.73 
1D data 77.33 78.10 78.18 78.95 77.59 

 
We definitively decide to use the Pearson VII Function Universal Kernel (PUK), because 
of the proven higher mapping power of this kernel related to more standard choices like 
Polykernel or RBF. Baydens et al. (2006) discussed precisely the suitability of this kernel 
when one does not have a priori knowledge of the nature of the data. These authors claim 
that the PUK provides a more generalized approach than other kernels [1]. The PUK 
function has also been applied successfully to model other protein-related problems [2-5] 
 
Selection of SVM parameters 
The penalty parameter (C) of the support vector machine as well as the sigma and omega 
parameters that controls the PUK function, were systematically explored using a grid 
search within the following ranges: C, is explored from 2-5 to 27 by linearly increasing 
the exponent value. The sigma (σ) value, which controls the half-width of the peak of the 
kernel function, was varied from 1 to 21 in steps of one unit. Similarly, the omega (Ω) 
parameters, which tunes the tailing of the function, was varied from 1 to 210 in intervals 
of ten units.  
 
Next we present surface plots for the exploration of the 1D and 3D families of features 
which are the ones that lead to the best final models. 
 

 
 
Figure SI3-1. Surface plot of the performance in 5-fold cross validation during the grid 
search for tuning the parameters of the kernel and the SVM using the 1D descriptor 



feature set. The surface represents the value of the cost parameter (C) that maximizes the 
accuracy for each pair of value of σ and Ω. 
 
 

 
 

Figure SI3-2. Surface plot of the performance in 5-fold cross validation during the grid 
search for tuning the parameters of the SVM and kernel using the dataset of 3D 
descriptors. The surface represents the value of the cost parameter (C) that maximizes the 
accuracy for each pair of σ and Ω values. 
 
Both explorations show that the classification performance of the models is relatively 
invariant to the SVM and kernel parameters. In the case of the 3D descriptors, the cost 
values of the best models tend to increase together with the σ value of the kernel. When 
using the 1D descriptor data, models with low sigma value show higher accuracy levels, 
while Ω has no discernable effect. Given the known tendency of SVM classifiers towards 
over-fitting when using high cost values, and due to the higher observed performance 
using the 1D data, our attention is focused on favoured region with low σ values. After a 
detailed analysis of the numeric performance, for each combination of value in the 
omega-sigma space, the combination (Ω = 1, σ = 1) is selected for the 1D model and (Ω 
= 11, σ = 2) is selected for the 3D model. 
 
Given the surface plot only shows only one value of the penalty parameter for every 
combination of omega and sigma, the curves of the performance of the models along 
different values of penalty (C) are represented in the next figures. The values of Ω and σ 
are fixed at the above mentioned combinations.  
 
 
 
 
 



 
 

Figure SI3-3. Accuracy in 5-fold cross validation of models built with different values 
of the penalty parameter (C) using the dataset of 1D descriptors. The values of Ω and σ 
in the PUK function are fixed at value 11 and 2 respectively. 
 

 
 
Figure SI3-4. Accuracy in 5-fold cross validation of models built with different values 
of the penalty parameter (C) using the dataset of 1D descriptors. The values of Ω and σ 
in the PUK function are both fixed at value 1. 
 
Finally, for the 1D descriptor data, a value a C = 0.5 is selected for the final model, which 
a value a C = 2 is used for the 3D descriptors. 
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