
 

 

 

Supplementary Information 

Empathy for others’ suffering and its mediators in mental health professionals 

Hernando Santamaría-García1,2,3,4,5, Sandra Baez,3,4,5,6, Adolfo M. García4,5,8, Daniel 

Flichtentrei7
, María Prats7, Ricardo Mastandueno7, Mariano Sigman9, Diana Matallana10, 

Marcelo Cetkovich4,5, Agustín Ibáñez4, 5,11,12,13* 

 
 
 

1. Supplementary Methods 

1.1 Empathy for pain task 

We used a modified version of a previously reported EPT 1-6, which evaluates various 

dimensions of empathy in scenarios featuring intentional and accidental harm. The EPT 

employed here comprises 11 animated scenarios (4 intentional, 4 accidental, 3 neutral) 

involving two individuals. Each scenario consists of 3 digital color pictures presented in a 

sequential manner to simulate motion. Durations of the first, second, and third pictures in 

each animation were 500, 200, and 1,000 ms, respectively. Three types of situations were 

depicted: (1) intentional harm, in which one person deliberately inflicts pain on another 

(e.g., one person purposely steps on someone else’s toe); (2) accidental harm, where one 

person accidentally inflicts pain on another (e.g., one person knocks another individual 

unintentionally by moving his chair and not realizing that he/she was behind); and (3) 

control or neutral situations involving no harm (e.g., one hands a flower to another).  

 

Participants were blind to facial emotional reactions as protagonists’ faces on pictures were 

not visible. However, body expressions and postures provided appropriate information 

about the victim’s emotional reaction and the agent’s intention. This task evaluates 

different empathy domains including: (a) comprehension of the accidental or deliberate 

nature of the action and the intention of the perpetrator to hurt (cognitive, affective, and 



 

 

moral aspects of empathy), (b) the empathic concern and the degree of discomfort for the 

victim (affective aspects of empathy), and (c) the punishment ascribed to the perpetrator 

(moral and cognitive aspects of empathy) (see 1,3). 

 

In this abbreviated version, participants were asked to respond five questions for each 

scenario, i.e., (a) purpose comprehension (was the action done on purpose?), (b) empathic 

concern (how sad do you feel for the victim?), (c) degree of discomfort (how upset do you 

feel for what happened in the situation?), (d) intention to harm (how bad was the 

intention?), and (e) punishment (how much penalty does this action deserve?). The 

question about purpose was answered selecting “Yes” or “No”. The other questions were 

responded on a visual analogue scale ranging from 0 to 100 –these numbers were not 

visible to participants. The meaning of the scale extremes depends on the question. For 

example, in the question “how sad do you feel for the hurt person?”, one extreme of the bar 

reads “I feel very sad” and the other extreme reads “I don’t feel sad at all”. We measured 

accuracy for purpose comprehension questions and ratings for the other questions. 

Previous behavioral 2,3,5,7 and neuroimaging 4,8 studies using similar versions of this task 

showed that empathy ratings (i.e., empathic concern, discomfort, intention to hurt, and 

punishment) are higher for intentional than for accidental harm, and ratings for both 

conditions are higher than those for neutral situations. EPT paradigms reliably induce 

empathic responses 8-11, engaging putative neural circuits 12 and triggering automatic 

sensorimotor resonance between self and others 13-15. Importantly, relative to self-report 

instruments, these tasks can induce more automatic responses 14,15 –indeed, self-report 

measures assess the individuals’ beliefs about their experience of empathy and can be 

biased by social norms and expectations 1,16,17. 

 

 



 

 

 

 

 

1.2 Moral judgment 

Participants were also presented with two moral dilemmas 18,19, namely, an impersonal one 

(the standard trolley dilemma) and a personal one (the footbridge dilemma). In the standard 

trolley dilemma (impersonal), participants had to decide whether they would press a switch 

to redirect a trolley onto a man to finally save five other individuals. Such a choice is 

considered a utilitarian response, whereas a refrain from pressing the switch is deemed 

non-utilitarian. In footbridge dilemma (personal), participants also had the chance to save 

five people, but this time they were asked whether they would push a man off a bridge in 

order to stop a trolley from hitting them further down the tracks. Accepting to push the 

man constitutes a utilitarian response, whereas avoid to do so is considered as a non-

utilitarian decision. The impersonal dilemma featured a less emotionally salient harm (e.g., 

flipping a switch to redirect a trolley onto a man), whereas the personal dilemma featured a 

more emotionally salient harm (e.g., pushing a man off a bridge) 20,21.  

 

Although both moral dilemmas are equivalent, the impersonal dilemma does not require 

consideration of an emotion-evoking personal violation to reach a utilitarian outcome 20,21. 

Thus, the vast majority of individuals select the utilitarian option for the first case and the 

non-utilitarian option for the second one 22-24. Regarding the non-moral dilemma, it is 

expected that more than 80% of participants provide a positive response 23. We also 

included one non-moral dilemma for comparison purposes. In this dilemma participants 

were asked to choose whether to travel by bus or train given certain time constraints. 

 

2. Data analysis  



 

 

 

Demographic data were compared among groups with ANOVA tests, except for 

categorical variables, which were analyzed through X2 tests. As in previous studies 1-5, the 

ratings for purpose comprehension, empathic concern, discomfort, intention to hurt and 

punishment were independently analyzed through a factorial ANOVA, with condition 

(intentional, accidental, neutral) as a within-subject factor and group (MHWs, general-

physicians, non-medical professionals) as a between-subject factor. To explore the extent 

to which demographic factors modulate responses in empathic measures in each group, we 

also introduced gender, age, years of experience, and workplace type as covariates. When a 

significant interaction between group and condition was found, we examined between-

group differences in ratings using the Tukey’s HSD post-hoc test. Differences among 

conditions (intentional harm, accidental harm, and neutral situations) for each rating 

(purpose comprehension, empathic concern, discomfort, intention to hurt, punishment) 

were examined with Tukey’s HSD post-hoc tests. The statistical significance level was set 

at p < .05.  Moral judgments were analyzed through Kruskal Wallis test comparisons 

among groups, and Cramer’s V test was used for post-hoc analyses. Between-group 

differences in responses to the moral dilemmas and the non-moral dilemma were explored 

using X2 tests. The statistical significance level was set at p < .05.   

 

In addition, we conducted multiple regression analyses to explore whether gender, age, 

years of experience, workplace type, and responses to moral judgments explained 

performance on the EPT in each profession. For these analyses, we considered as 

dependent variables all measures yielding group differences across conditions (intentional, 

accidental, neutral). We estimated different models in which the empathy measures for 

intentional and for accidental harm were separately considered as dependent variables. 

Thus, we ran independent models for purpose comprehension, empathic concern, 



 

 

discomfort, intention to hurt, and punishment. Different factors including gender, age, 

workplace type, years of experience and responses to personal and impersonal moral 

dilemmas were introduced as predictors in all regression models.  

Moral judgments, the workplace type and the years of experience were introduced as 

dummy variables in the regression models. Thus, the moral judgment in the personal and 

impersonal dilemmas was coded with the number 0 when participant assigned utilitarian 

responses. Thus, positive values of beta were interpreted as a positive relationship between 

deontological judgments in moral dilemmas and the empathic measures.  For the 

workplace type, the variable was coded with number 0 when participants have worked 

mainly in an inpatient environment. Positive values of beta were interpreted as major 

empathic scores in ambulatory environments.  Finally, for the years of experience, the 

variable was coded with 0 when participant reported less than 10 years of experience. 

Positive values of beta were interpreted as major empathic scores in subjects with less than 

10 years of experience. 

 

3. Supplementary Results 

3.1 The relationship between moral judgment and empathy domains in each group 

The relationship between moral judgments and empathy was also analyzed in the general-

physicians group and in non-medical professionals. In regard to results in general-

physicians different regression models were run using each significant empathic measure 

as a dependent variable and responses to impersonal and personal dilemmas as independent 

variables. First, models over purpose comprehension for intentional and accidental harm 

did not reveal significant differences. Models over empathic concern for intentional harm 

(F (1, 401) = 4.09, p < .01, R2 = 0.01) revealed that responses to the impersonal dilemma 

(beta = 1.74, p < .01) were directly related to empathic concern ratings. Models over 

discomfort, intention to hurt, and punishment for intentional and accidental harm did not 



 

 

reach significant values. In sum, results from models revealed a possitive relationship 

between responses to empathic concern and deontological responses to impersonal moral 

dilemmas.  Finally, analyses of the relationship between moral judgment and empathy in 

non-medical group did not reveal significant differences in any empathy domain. 

 

3.2.1 Factors determining empathy ratings in general-physicians 

 

Regression models over purpose comprehension ratings for harm (intentional, accidental) 

and neutral situations revealed no significant effects. A regression model over empathic 

concern ratings (F (4, 401) = 2.8, p < .01, R2 = 0.08) showed that only the years-of-

experience factor (beta = -.1.07, p < .02, η2 = 0.03) was associated with empathic concern 

ratings for intentional harm. Models over accidental harm and neutral situations did not 

reveal significant effects. As regards discomfort, intention to hurt, and punishment ratings, 

neither models for intentional or accidental harm nor for neutral situations reached 

significant values. Thus, in general-physicians, only years of experience was associated to 

ratings of empathic concern for intentional harm (see Figure 4) 

 

3.2.2 Determinants of empathy ratings in non-medical professionals 

 

A first regression model over purpose comprehension ratings did not reveal significant 

effects.  No significant effects were observed for models analyzing purpose comprehension 

ratings for accidental harm and neutral situations. A regression model over empathic 

concern (F (4, 372) = 3.04, p < .001, R2 = 0.09) showed that gender (beta= .11, p < .03, η2 

= 0.04) and age (beta = .13, p < .05, η2 = 0.09) explained variance of this empathic domain. 

Models over discomfort, intention to hurt, and punishment for intentional, accidental, and 

neutral situations did not reach significant values.  
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