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Supplementary Materials 

 

Supplementary Methods 

Participants’ inclusion and exclusion criteria 

The major inclusion criteria were: 1) Mini-Mental State Examination (MMSE) score >= 

24; 2) Clinical Dementia Rating (CDR) = 0; and 3) a normal Logical Memory II score 

from the Wechsler Memory Scale–Revised (LM2), after adjustment for individual 

education levels. Because of the different education systems between the United States 

and Japan, the individual education levels adjustments were slightly different from those 

of ADNI2 as follows: a) LM2 (paragraph A, which states the maximum score is 25) >= 9 

for 16 or more years of education, b) >= 5 for 10 to 15 years of education, and c) >= 3 for 

0 to 9 years of education. Individuals under treatment for any significant medical, 

neurologic, or psychiatric disease, as well as with any history of a major psychiatric 

disorder, alcohol dependence, or substance dependence, were excluded. Based on MRI 

findings, individuals with any clinically significant brain focal legions were also excluded. 

In addition, we used blood tests to confirm that no participant had abnormal thyroid 

function or vitamin B1 or B12 deficiency. 

 

PiB-PET: Visual rating and classification 

The classification of participants into PiB-positive (CN+) and PiB-negative (CN-) groups 

was determined by the visual interpretation. This was because we considered that visual 

interpretation is sensitive enough to detect the very localized amyloid deposition that can 

occur in the early stage of the amyloid pathology. The method was slightly modified from 

that reported by Rabinovici et al. 1 as follows: PiB-PET images were visually read by two 

experienced nuclear medicine physicians (K.I. and T.K.) who were blind to the clinical 

data. The obtained static images were displayed with a rainbow scale and an inverse gray 

scale. PiB images were rated as “positive” when the tracer binding in the cortical gray 

matter was deemed equal to or greater than that in the white matter, and as “negative” 

when only nonspecific tracer binding in the white matter was observed. If the visual 

interpretations by the two raters did not match after the independent readings, the cases 

were discussed and a consensus was reached. In this study, the two raters’ judgments were 
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matched in 43 of 45 (95.6%) cases, and only two cases needed to be discussed. In addition, 

the consensus decisions for these cases were obtained easily. 

 

PiB-PET: Quantitative image analysis 

The reconstructed static PET images (168 x 168 x 111 matrices, 2.036 x 2.036 x 2.036mm 

voxel size) were spatially normalized in Montreal Neurological Institute (MNI) 

stereotactic space with parameters obtained from individual 3D-T1 MR images 

coregistered to PiB-PET images by Diffeomorphic Anatomical Registration Through 

Exponentiated Lie Algebra (DARTEL) 2. The normalized PiB-PET images were masked 

with the grey-matter-segmented MR images to exclude the white matter and regions 

outside the brain. Then the standardized uptake value ratio (SUVR) images were 

generated by dividing the masked PiB images by the average value in both cerebellar 

hemispheres on a pixel-by-pixel basis using the regions of interest (ROIs) of the Harvard-

Oxford probabilistic atlas 3. Mean cortical SUVR (PiB-mcSUVR) was obtained by 

averaging the SUVRs of the frontal, parietal, and temporal Harvard-Oxford ROIs, except 

for the primary motor and sensory areas. The PiB-SUVR images were spatially smoothed 

using a Gaussian kernel filter of 8mm at full width at half maximum. With these smoothed 

SUVR images, voxelwise regression analysis for MEG FC data with the PiB-SUVR 

images was performed using SPM8. 

 

FDG-PET: Image acquisition 

Prior to the FDG-PET examination, all participants fasted for at least 4 hours. After 

intravenous administration of 18F-FDG (185 ± 37 MBq), participants were instructed to 

lie on a bed keeping their eyes opened for a resting period of 30 min in a dimly lit and 

quiet room. Then a dynamic scan was performed in the 3D mode for 30 min (300 sec 

frame x 6 times).  

 

FDG-PET: Image interpretation 

For image interpretation, the hypo-metabolism in the specific regions was rated as 2+ 

(definitely present), 1+ (probably present), 0 (equivocal), -1 (probably not present), or -2 

(definitely not present). With a rating score greater than 1+, it was deemed to have the 
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Alzheimer’s disease-like regional hypo-metabolism. The raters could also refer to 

corresponding topographical images of FDG-PET and MRIs. If evaluations of the two 

raters did not match, the cases were discussed, and a consensus reading was reached. 

There were only two cases that needed to be discussed. 

 

Structural MRI: Image acquisition 

High-resolution 3D T1-weighted images were acquired by the MPRAGE (Magnetization-

Prepared Rapid Gradient-Echo Imaging) sequence (TE/TI/TR = 2.51/900/1900 ms, 0.977 

x 0.977 x 1.1 mm3) using a Trio 3T scanner (Siemens), and used for volumetric analysis. 

Because the T1 images were also used for the MEG source modeling, the landmarks for 

the MEG coordinate systems nasion and bilateral preauricular points were marked with 

5.6 mm-diameter vitamin D capsules (ALFAROL, Chugai Pharmaceutical, Tokyo, Japan) 

to match the MEG and MRI coordinate systems accurately. 

 

MEG: Measurements 

The illuminance of the room was set to about 11 lux. The position of four head-position 

indicator (HPI) coils attached to the scalp, and each subject’s headshape relative to three 

anatomical locations (nasion and both preauricular points) were defined using a 3D 

digitizer (Fastrak, Polhemus, VT, USA). Subjects’ head movements were monitored by 

these HPI coils, and eye movements were monitored by the vertical and horizontal EOG 

with two pairs of bipolar electrodes. 

 

MEG: Data preprocessing 

The raw recording data were at first submitted to Maxfilter software (v 2.2, correlation 

threshold = 0.9, time window = 10 seconds) to remove external noise with the temporal 

extension of the signal space separation method with movement compensation 4. The 306-

channel system has 102 channel locations, each of which consists of two orthogonal 

planar gradiometers and one magnetometer. In this study, we used data only measured at 

102 magnetometers for the subsequent analysis. Accordingly, all of the magnetometers’ 

resting state signals were automatically scanned for ocular, muscle, and jump artifacts 

using Fieldtrip software 5, and were visually confirmed by an MEG expert (P.C.). The 
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artifact-free data were segmented in continuous 4-second fragments (trials). At least 20 

clean trials (80 seconds of brain activity) were obtained from all participants and 

preserved for further analyses. The number of artifact-free trials for CN+ and CN- groups 

were 40 ± 17 and 47 ± 13, respectively, and there were no significant group differences 

(Mann-Whitney p = 0.20). To calculate the source reconstruction, the time series was 

filtered in the following frequency bands: delta (2-3.9 Hz), theta (4.1-7.9 Hz), alpha (8.1-

11.9 Hz), beta (12.1-29.9 Hz), and gamma (30.1-55.0 Hz). The filtering was performed 

with a Finite Impulse Response filter of order 1500 designed with a Hamming window. 

This filter was applied using a 2-pass procedure over the whole 5-minute registers to 

avoid phase distortion and edge effects. 

 

MEG: Headmodels and source reconstruction 

A regular grid of 2455 nodes, with 1 cm spacing, was created in the template MNI brain. 

This set of nodes was transformed to each participant’s space using a non-linear 

normalization between the native T1 image (whose coordinate system was previously 

converted to match the MEG coordinate system) and a standard T1 in MNI space. The 

forward model was solved with the realistic single-shell model introduced by Nolte 6. 

Source reconstruction was performed with a Linearly Constrained Minimum Variance 

Beamformer 7. For each subject, the covariance matrix was first averaged over all trials 

to compute the spatial filter’s coefficients, and then these coefficients were applied to 

individual trials, obtaining a time series per segment and source location. 

 

MEG: Atlas-based analysis of functional connectivity (FC) 

In this study, the FC was measured by means of phase-locking value (PLV), in each 

frequency band. The 6 DMN ROIs included in this study contained 156 nodes. Thus, the 

starting data set per each subject consisted of matrices with the following dimensions: 

156 nodes x 4000 samples x 5 frequency bands x trials. Then, for each frequency band 

and trial, we calculated the PLV 8 via the following procedure: first, for each node j = 

1…156, the phase of the signal 𝑥𝑗(𝑡) was extracted by means of a Hilbert transform: 

𝑧𝑗(𝑡) = 𝑥𝑗(𝑡) + 𝑖 ∙ 𝐻𝑖𝑙𝑏𝑒𝑟𝑡 (𝑥𝑗(𝑡)) = 𝐴𝑗(𝑡) ∙ 𝑒𝑖𝜑𝑗(𝑡); then, the synchronization between 

a pair of phases 𝜑𝑗(𝑡)  and 𝜑𝑘(𝑡)  was calculated with the following expression: 
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𝑃𝐿𝑉 =  
1

𝑀
|∑ 𝑒𝑖(𝜑𝑗(𝑡𝑚)−𝜑𝑘(𝑡𝑚))𝑀

𝑚=1 |, where M = 4000 is the number of samples in the 

time series (4 seconds length signals sampled at 1000Hz). Finally, the results were 

averaged across trials ending up with symmetrical 156 nodes x 156 nodes connectivity 

matrices per subject and frequency band. To address whether volume conduction could 

be causing these differences, we calculated the correlation between beamformer weights 

in both groups to produce an estimate of volume conduction 9. Beamformer weights did 

not differ between groups in any frequency band, which makes it unlikely that the 

functional connectivity differences were caused by volume conduction. 

 

MEG: Statistical analysis for FC 

The analytic methodology relied on the cluster based permutation test introduced by 

Maris and Oostenveld 10 and was carried out independently for each frequency band. The 

methodology consisted of two steps: (1) an intra-ROI FC analysis that computed the local 

connectivity within each ROI, and (2) an inter-ROI FC analysis that evaluated the inter-

regional connectivity from the PCu ROI, which is known as one of the DMN hubs, to 

each ROI. In both cases, the procedure was essentially the same. In the intra-ROI analysis, 

we analyzed the FC of all the nodes contained within a ROI, whereas in the inter-ROI 

analysis, we focused on the FC between the nodes in the corresponding two ROIs. The 

procedure started by assessing the FC difference between groups for each pair of nodes 

using the Mann-Whitney test. The significance of the links was assessed using non-

parametric randomization (5000 permutations) testing 11. Only those links with p-values 

< 0.05 were kept and included in the following steps of the analysis. Then, we aimed to 

extract a robust significant network, also called a motif in graph theory 12. These motifs 

consisted of several consecutive, significant links, which systematically showed a 

diminished or enhanced FC in the CN+ group compared with the CN- group. We 

considered a motif to be significant only when 1) at least 25% of the nodes that composed 

the ROI were involved, 2) at least 10% of the links among them had significant FC 

differences between groups, and 3) the motifs were connected, that is, a path existed 

between each pair of nodes in the motif 12. The first two conditions set the minimum 

dimensions of the motif, and the third condition fixed a constraint in the morphology, 
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dismissing the insulated links. If more than two motifs survived within a single ROI or 

single inter-ROI region, we selected the largest motif as being representative. Then, to 

control for the multiple comparisons problem, we estimated a proper null distribution of 

F-values by randomizing the original data. First, we randomized the group’s 

configuration (maintaining the same number of subjects in each group). Next, we shuffled 

the FC matrices. In each randomized dataset, we extracted the new motifs and then 

calculated the corresponding F-values. The F-values, computed by ANCOVA adjusted for 

age, over each motif in the original data set, were compared with the equivalent measure 

from the randomized data. Therefore, for each motif, the proportion of randomizations 

with F-values higher than the ones in the original data corresponded to the permutation 

p-values. Only motifs with p < 0.05 were kept as significant motifs.  
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Supplementary Figures and Tables 

 

Supplementary Fig. S1 

 
  

Fig. S1: Scatter plots of the ROI-based volumetric analyses. Y-axes indicate mean value of 

normalized gray matter volume within each ROI. PCu: precuneus, PCC: posterior cingulate cortex, 

ACC: anterior cingulate cortex, FMC: frontal medial cortex, rIPL: right inferior parietal lobule, 

lIPL: left inferior parietal lobule, DMN: default mode network (a merged ROI of these six ROIs) 
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Supplementary Table S1: Results of the ROI-based volumetric analysis 

ROI CN+ CN- 

t-test  

CN+ vs CN-  

p value 

Correlation  

with  

DMNSUVR (r) 

Pcu 75.65 ± 5.27 73.76 ± 5.07 0.270  0.107  

PCC 76.09 ± 5.98 74.69 ± 4.46 0.393  0.138  

ACC 71.95 ± 3.29 69.91 ± 4.53 0.148  0.173  

FMC 72.15 ± 5.14 72.12 ± 5.5 0.987  -0.123  

rIPL 68.5 ± 3.05 70.05 ± 4.43 0.253  -0.093  

lIPL 65.43 ± 4.64 66.75 ± 5.25 0.435  -0.150  

ALL_DMN 72.43 ± 2.39 71.91 ± 2.18 0.490  0.042  

Values represent mean ± SD. The data correspond to the Fig. S1.  
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Supplementary Table S2: Effects of the local cortical volume on functional connectivity (FC) 

     Unadjusted  
Adjusted for cortical volume  

in the DMN ROI 

   PLV (mean ± SD) 
CN+ vs CN- 

t--test 

Effect 

size 

Correlation 

 with 

 
CN+ vs CN- 

ANCOVA 

Effect 

size 

Correlation †  

with 

 ROI Bands CN+ CN- p value p
2

DMNSUVR 

(r) 

 p value p
2

DMNSUVR 

(r) 

Intra ROI FC PCu Delta 0.433 ± 0.024 0.470 ± 0.022 < 0.001 0.365  -0.582***  < 0.001 0.370  -0.583*** 

Inter ROI FC PCu - rIPL Delta 0.366 ± 0.008 0.343 ± 0.011 < 0.001 0.519  0.677***  < 0.001 0.519  0.677*** 

 
 

Theta 0.288 ± 0.015 0.265 ± 0.009 < 0.001 0.500  0.673***  < 0.001 0.524  0.679*** 

 
PCu - lIPL Delta 0.365 ± 0.011 0.343 ± 0.010 < 0.001 0.504  0.614***  < 0.001 0.507  0.614*** 

  Theta 0.287 ± 0.009 0.265 ± 0.010 < 0.001 0.533  0.704***  < 0.001 0.570  0.714*** 

  Alpha 0.264 ± 0.012 0.286 ± 0.014 < 0.001 0.389  -0.473**  < 0.001 0.390  -0.471** 

 

Comparisons of the results of MEG FC markers between unadjusted and adjusted analyses for the cortical volume in the default mode network 

(DMN) ROIs. Results of the unadjusted analyses are the same as the results shown in Table 2 in the main text, with the exception of the effect 

size, which was estimated by p
2 instead of Cohen’s d. For group comparison of the adjusted analyses, the ANCOVA was performed using 

individual cortical volume within DMN ROI as a confounding covariate. Multiple correlation analysis was performed to estimate the linear 

relationship between the MEG FC values and local Aβ deposition within the DMN (DMNSUVR) adjusted for the cortical volume in the DMN. 

† partial correlation adjusted for the cortical volume. 

The asterisks indicate statistically significant correlations (** p <0.01, *** p < 0.001).  

DMNSUVR: PiB standardized uptake value ratio (SUVR) in the DMN.    
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Supplementary Fig. S2  

 

 
 

Fig. S2: A group comparison of PiB-SUVR images between CN+ and CN- using SPM8. The 

height threshold is p < 0.05 (FWE corrected), and the extent threshold is k = 100 voxels. 
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Supplementary Table S3: Results of the FC analysis in 11 CN+ and 30 CN- subjects 

 

  

Number of 

links 

PLV (mean ± SD) t-test Effect 

size 

FC changes  Correlation 

with 

  ROI Bands (motif size) CN+ CN- p value † 

 

Cohen's d in CN+ ‡ DMNSUVR § 

Intra ROI FC PCu Delta 39 0.432 ± 0.026 0.47 ± 0.023 < 0.001 1.59  Hypo -0.581*** 

Inter ROI FC PCu - rIPL Delta 47 0.365 ± 0.008 0.344 ± 0.011 < 0.001 2.10  Hyper 0.620*** 

  

Theta 41 0.287 ± 0.013 0.265 ± 0.009 < 0.001 2.10  Hyper 0.577*** 

 

PCu - lIPL Delta 29 0.366 ± 0.011 0.342 ± 0.01 < 0.001 2.33  Hyper 0.652*** 

  

Theta 37 0.285 ± 0.008 0.265 ± 0.01 < 0.001 2.15  Hyper 0.697*** 

  

Alpha 39 0.261 ± 0.011 0.286 ± 0.014 < 0.001 1.89  Hypo -0.564*** 

†The p values were Bonferroni corrected by multiplying with 5 (the number of frequency bands).  

‡FC changes in the CN+ group compared with the CN- group. Hypo, decreased connectivity in the CN+; Hyper, increased connectivity in the CN+. 

§Correlation coefficient (r) for each FC value with mean SUVR value within the DMN ROIs (DMNSUVR). The asterisks indicate statistically significant 

correlations (* p <0.05, ** p <0.01, *** p < 0.001).  

PCu: precuneus, rIPL: right inferior parietal lobule, lIPL: left inferior parietal lobule.  

 


