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I. HUBBARD STRATONOVICH TRANSFORMATION IN
THE MAGNETIC CHANNEL

Here we present additional information on the use of the
auxiliary fields as the input to the neural network. We con-
sider again the spinful Hubbard model on the honeycomb lat-
tice and this time choose a Hubbard-Stratonovich transforma-
tion that couples to the magnetization instead of the charge as
done earlier. It thereby breaks SU(2) symmetry for each of the
auxiliary field configurations which is, however, restored after
summation over all auxiliary field configurations. The same
neural network architecture used previously is employed here
and trained with the same number of configurations at two
extremal points of the on-site interaction U . The resulting
prediction for the intermediate U -values is depicted in Fig. 1.

Looking at the two side panels, one clearly sees that in the
case of strong coupling, distinct lines appear along the direc-
tion of projection time in contrast to the seemingly random
configuration at weak coupling strength. With the same num-
ber of samples and training runs, the network is able to dis-
tinguish these two phases to good but not perfect accuracy
as indicated by the fact that samples drawn from the training
points, highlighted with red dots, are not exclusively associ-
ated with their respective phases. More strikingly, the crit-
ical interaction Uc is found at around Uc = 8.0, far away
from the actual point of transition. We would like to empha-
size that the result might be improved by choosing a different
layout of the neural network or different convolutional filters

that, for example, take into account the spatial arrangement of
the sites. Our intent in this study, however, was to devise a
robust method that requires as little fine-tuning of the neural
network as possible but still provides us with accurate results.
The Green’s functions therefore appear to be better suited for
achieving this goal.

Figure 1. (Color online) Results from training the neural network
on auxiliary field configurations of a spinful Hubbard model on a 2 ·
6×6 lattice with on-site interaction U using a Hubbard-Stratonovich
decoupling in the magnetic channel. Reference points for training
were U = 1.0 and U = 16.0, marked by red dots in the figure.
The neural network is able to distinguish the two phases, but the
prediction of the critical point is not very accurate.
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