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1. Systems preparation 

All the systems simulated in the present work were prepared by means of AmberTools, version 

101 and Gaussian2 for the ligand partial charge computation.  

PNP. The PNP system consists of PNP homotrimeric unit with 9 DADME-ImmH ligand and 

phosphate ions. The PNP trimer was modeled starting from the PDB code 3K8O using the chains E, 

Q and Y. The missing first residue (glutammate) in chains E and Q was added manually after 

superimposing the two chains with chain Y. The selected tautomerization of H257 was epsilon 

according to Hirschi et al. 3 DADME-ImmH ligand was retrieved from PDB code 1RSZ and placed 

around the PNP trimer, while phosphate ions were placed in the same positions found in PDB code 

1RR6 X-ray structure.4 Partial charges of DADME-ImmH and phosphate ions were computed at the 

HF/6-31G* theory level, imposing a net charge of +1 for DADME-ImmH. General Amber Force 

Field (GAFF)5 was employed to parameterize the ligands and the ions, while partial charges were 

fitted using the RESP procedure (via Antechamber).6 O2-P-OH and HO-OH-P angles were 

modified in order to avoid failures of the SHAKE algorithm.7 Finally, protein was parameterized 

with AmberFF99SB-ILDN force field8 and immersed in TIP3P water9 box of ~11,000,000 Å3, 

containing nearly 100,000 atoms in total. 

  Adenosinic Receptor (A2A). The A2A system was built using the PDB code 3UZC X-ray 

structure.10 The missing loop (residues 150-157) was modeled using PDB code 4EIY11 as template. 

Alanine was mutated to serine to reproduce the wild type system. The protein was embedded in a 

POPC membrane bilayer of 75 x 75 Å2 size with a water layer9 of 30Å for each side. The membrane 

was assembled with CharmmGUI server12 while the posing and the physical plugging of the protein 

within the bilayer was done with Membrane Tool present in BiKi Life Sciences Software Suite. 

Abl kinase. For Abl kinase we defined 5 model systems, namely a) KDout, b) KDin, c) T315I-KDin, 

d) Myr/KDin and e) Myr/T315I-KDin. System a was built from 1OPL chain B X-ray structure,13 

after the removal of SH2 domain (see ref. 14 for a comprehensive description of the modeling 

procedures). Conversely, systems b-e were modeled starting from the 2F4J X-ray structure.15 Both 



T315I-KDin and Myr/T315I-KDin were build starting from KDin and replacing the gatekeeper T315 

with isoleucine. In addition, in both Myr/T315I-KDin and Myr/KDin the myristate molecule was 

manually added using as reference structure reference the PDB code 1OPL chain A. Point charges 

of myristate were computed at the HF/6-31G* level theory, while the General Amber Force Field 

(GAFF)5 was used to parameterize the myristate. All the systems were parameterized with 

Amber99SB force field16 and immersed in TIP3P water9 box.  

  

2. Molecular dynamics (MD) simulations 

Pnp. The system was first equilibrated for 350 ps in NVT ensemble in 5 steps: 150 ps 

constraining all protein heavy atoms using a harmonic constant 40 kcal mol-1 Å-2; 50 ps 

constraining the protein backbone using a harmonic constant 20 kcal mol-1 Å-2; 50 ps where the 

protein backbone is harmonically constrained with a constant of 10 kcal mol-1 Å-2 and 50 ps with a 

constant of 1 kcal mol-1 Å-2 for the protein backbone. Then the system underwent to other 350 ps of 

MD simulations in NPT ensemble at 1 bar. For the production phase we run about 1000 ns of 

simulations in NVT ensemble using the ACEMD engine.17 The equation of motion was integrated 

every 2 fs. Bond involving hydrogen atoms were restrained to their equilibrium length with the 

SHAKE algorithm.18 A short-range nonbonded cutoff of 9 Å was applied, whereas long-range 

electrostatics was treated with the Particle Mesh Ewald method.19 Temperature was maintained at 

300 K using the Langevin thermostat20 and damping of 0.1 ps.   

Adenosinic Receptor (A2A). The system was equilibrated for 300 ps in the NVT ensemble 

employing 3 steps of 100 ps each at 100, 200 and 300 K. In the first two steps a harmonic constraint 

of 1000 kJ/mol/Å2 was applied to the protein backbone. Then, 1 ns in the NPT ensemble was 

performed to reach pressure equilibrium. The production was run for 100 ns in the NPT ensemble. 

A short-range nonbonded cutoff of 11 Å was applied, whereas long-range electrostatics was treated 

with the PME method.19 The Bussi-Parrinello thermostat21 was employed. Pressure was kept 

anisotropic (X,Y plane). Analogous settings were used for the adiabatic bias simulations; here the 



first frame of plain production MD was used. MD simulations were performed with the Gromacs 

4.6.1 engine22 and Plumed223 for the enhanced sampling. 

Abl kinase. First the systems underwent to a heating phase, in which the systems reached 300 K 

in 100 ps in the NVT ensemble, keeping the Cα atoms fixed in their original positions, using an 

harmonic force constant of 1000 kJ/mol/Å2. Then the pressure was equilibrated running 5 ns of NPT 

simulation reaching 1 bar and maintaining the Cα restrained. Production phase was performed in the 

NPT ensemble. Bond involving hydrogen atoms were restrained with the LINCS algorithm.24 A 

short-range nonbonded cutoff of 9 Å was applied, whereas long-range electrostatics was treated 

with the PME method.19 The equations of motion were integrated every 2 fs. The Parrinello-

Rahaman barostat25 and the velocity-rescaling thermostat21 were employed with a relaxation time τ 

of 2 ps and 0.1 ps, respectively. Coordinates of the systems were collected every 50 ps for each run. 

All the simulations were performed with the Gromacs 4.6 engine.22  Overall, we collected ~1.8 µs 

for SH2-KDwt, ~1.5 µs for SH2-KDT231R, ~1.3 µs for SH2-KDI164E, ~1.3 µs for KDin, ~1.3 µs for 

KDout , ~1.0 µs for T315I-KDin, ~0.8 µs for Myr/T315I-KDin and ~1.0 µs for Myr/KDin.  

 

3.  Dasatinib residence time estimation 

Here, we employed scaled MD simulations to compare the residence time of dasatinib in two 

molecular systems: i) the T315I form of Abl KD (Das/T315I-KDin); and ii) the T315I form of Abl 

KD in complex with the myristate molecule (Das-Myr/T315I-KDin). Both complexes were prepared 

starting from T315I-KDin and Myr/T315I-KDin molecular systems, previously described. The 

dasatinib was manually placed within the ATP binding site after superposition with the 2GQG X-

ray-structure of wild-type Abl. As reported before for the myristate, dasatinib was parameterized 

using the General Amber Force Field (GAFF)5, while point charges were computed at HF/6-31G* 

level theory. For both Das/T315I-KDin and Das-Myr/T315I-KDin systems, a plain MD simulation 

was run to remove the steric clashes between the dasatinib and the ATP pocket and relax the 

starting complexes. In detail, after a minimization stage, the systems were heated at 300 K using the 



velocity-rescaling thermostat21 and brought at 1 bar using the Parrinello-Rahman barostat25. 

Subsequently, a 100 ns-long production stage was conducted in the NVT ensemble. At this point we 

performed on both trajectories a cluster analysis, using the BiKi LifeSciences clustering algorithm.7 

For each system, we retrieved the medoid structure of the most populated cluster, which can be 

reasonably considered the most representative conformation of the MD simulations. The resulting 

structures were subsequently employed as starting points for a series of scaled-MD simulations.26, 27 

For both Das/T315I-KDin and Das-Myr/T315I-KDin systems, 20 scaled-MD simulations were 

performed, using a smoothing coefficient λ = 0.4. To prevent protein unfolding, we applied a weak 

restraint (50 kJ mol-1 nm-1) to the whole backbone with exception of the residues around 6 Å of 

dasatinib as reported in ref. 26. To finally compute the residence times, we considered the dasatinib 

in the unbound state when is surrounded of a water shell having a radius of 6 Å. To assess the 

statistical significance of our results we performed a bootstrap analysis on the simulated unbinding 

times as reported in Mollica et al.26 

 

 

4.  Distance fluctuation analysis  

We analyzed the distance fluctuation (DFij) along MD simulations of four molecular systems 

(i.e. KDin, T315-KDin, Myr/KDin and Myr/T315-KDin) as reported in Morra et al.28 in order to obtain 

useful insights into their allosteric behavior. In brief, DFij is defined as: 

𝐷𝐹!" =    𝑟!" −    𝑟!"
!

 

where rij corresponds to the distance between Cα atoms or residues i and j. Low DFij values reflect a 

more efficient residues communication during the trajectory.  

 



	
  

Supporting Figure 1. Representation of atoms facing the three orthosteric pockets in PNP. The 

first and the second orthosteric pockets are represented by pID 9 (blue spheres) and pID 12 (green 

spheres). The union of pID4 and pID 13 (red and yellow, respectively) represent the third 

orthosteric pocket.   



	
  

Supporting Figure 2. Pockets network on the PNP system. Each pocket (i.e. node of the network) 

is represented as a sphere, while the black line (i.e. edge of the network) represents the 

communication between pockets. Only pockets with a persistency higher than 30% of the 

simulation time are represented.   

	
  



	
  

Supporting Figure 3. Left: Smoothed volume of pockets within the ATP binding site of KDin 

(upper panel) and KDout (bottom panel). Right: Representation of the atoms that enclose the pockets 

reported in the left plot. 

	
  

	
  

	
  

	
  

	
  

	
  

	
  

	
  

	
  

	
  



	
  

Supporting Figure 4. Solvent Excluded Surface (SES) based pocket definition. The pocket 

definition here follows the Richards-Lee definition of the solvent excluded surface, that is the 

surface obtained by rolling a probe over the atomic system as shown in the left panel. [ref Richards] 

In our case, the pockets are identified by performing the volumetric difference between the regions 

enclosed by the SESs obtained with a larger probe, (right panel, in orange), and a smaller one. In 

our case the radii values are 3Å and 1.4 Å, respectively. The resulting regions are then duly 

polished, in order to eliminate spurious ones. 

	
  

	
  



	
  

Supporting Figure 5.  Distance fluctuation matrix of KDin, T315-KDin, Myr/KDin and Myr/T315-

KDin systems.28 The red boxes in each matrix highlight the distance fluctuation between the ATP  

(cyan sequence) and the myristate (violet sequence) pockets. The color code represents the intensity 

of the distance fluctuation. White spots correspond to low fluctuation and, therefore, efficient 

communication between two protein regions; blue spots rather indicate a high fluctuation and a poor 

communication between two protein regions. As expected, distance fluctuation analysis indeed 

confirms a communication between the ATP and the myristate pockets in KDin, Myr/KDin and in 

Myr/T315I-KDin systems. In T315I-KDin, this analysis also confirmed that the communication 

between the ATP and the myristate pockets is weakened, in line with our results.	
   	
  



 
  KDout            KDin 

Residue pID 5 pID 28 pID 3 pID 5 pID 3 
L267 83.4 0 0 90.5 0 
G268 0 0 0 61.0 0 
G269 0 0 0 65.4 0 
G270 0 0 0 60.9 0 
Q271 0 0 0 72.8 0 
Y272 49.4 0 0 54.1 0 
G273 25.8 0 0 0 0 
E274 21.8 0 0 0 0 
V275 90.7 0 0 97.2 0 
A288 90.5 0 0 97.8 0 
V289 20.3 0 0 49.7 0 
K290 87.9 33.8 0 97.8 0 
T291 0 27.0 0 0 0 
L292 0 29.2 0 0 0 
K293 0 31.6 0 0 0 
E301 0 20.4 0 0 43.4 
F302 25.4 34.1 0 0 21.1 
K304 0 0 0 0 34.3 
E305 35.3 31.5 33.4 83.0 56.6 
A306 26.4 0 0 0 0 
V307 0 0 32.6 0 50.8 
M308 42.9 0 22.6 81.4 0 
V317 85.9 0 0 91.6 0 
L319 26.0 0 0 0 0 
I332 50.8 20.7 0 74.4 0 
T334 89.3 0 0 97.8 0 
E335 74.8 0 0 69.2 0 
F336 85 0 0 77.0 0 
N341 49.1 0 0 80.2 0 
P378 0 0 21.6 0 21.3 
R381 0 0 0 0 28.6 
D382 0 0 0 56.2 0 
R386 49.2 0 0 82.0 0 
N387 37.4 0 0 83.8 0 
C388 0 0 0 22.4 0 
L389 89.3 0 0 93.3 0 
A399 88.7 0 0 97.8 0 
D400 88.1 0 0 97.9 0 
F401 90.5 0 0 64.3 48.7 
G402 0 0 0 32.0 58.8 
L403 29.7 0 26 33.7 52.1 
S404 0 0 29.3 0 55.6 
R405 0 0 24.5 0 61.4 

Supporting Table 1. List of residues and associated frequency for pID 5, pID 28 and pID 3 of 
KDout system and for pID 5 and pID 3 of KDin system. 



 

 Das/T315I-KDin Das-Myr/T315I-KDin 
Replicates Time [ns] Time [ns] 

1 36.2 29.0 
2 19.7 5.9 
3 27.9 14.8 
4 45.9 45.8 
5 9.8 39.3 
6 40.9 5.6 
7 17.7 66.9 
8 19.7 112.2 
9 4.8 14.3 

10 17.5 43.8 
11 36.0 21.1 
12 6.9 13.6 
13 3.2 24.9 
14 19.1 17.4 
15 26.9 23.6 
16 14.0 13.1 
17 9.1 20.9 
18 37.3 55.8 
19 23.2 12.9 
20 17.9 28.0 

   Average 17.3 ± 2.8 30.6 ± 5.6 
 

Supporting Table 2. Residence time of dasatinib expressed in ns for Das/T315I-KDin and Das-

Myr/T315I-KDin systems. The average values and the bootstrap standard deviation are reported on 

the bottom of the table result from bootstrap analysis.  
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