
S1 Appendix Linear fitting procedures Given a set of K time points (tk) and
corresponding values of mean/average diversity (Dk) we infer slope and intercept pair
(s, t0) by performing linear regression. Here we used least absolute deviation (LAD)
method, which means minimizing the mean absolute deviation (MAE)

SLAD =
1

K

K∑
k=1

|sDk + t0 − tk| (1)

in respect to parameters s and t0;.
LAD has an advantage over the traditional optimal least squares approach (OLS) in

that it is less sensitive to the possible outliers. Minimization can be done either using
one of the efficient linear programming techniques, or by considering all pairs s, t0
corresponding to straight lines passing through all possible pairs of data points, and
choosing the pair corresponding to the least error. (It is known that the regression line
corresponding to the minimum of SLAD passes through at least two of the data points.)
We used the latter approach, as it is quite efficient for rather small number of data
points that we had to deal with, but also could be modified to perform in parallel
calculations for several genetic regions, which was useful for the sliding window analysis
of the error along the genome.


