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Theory and Methods

The Perturbed Matrix Method to calculate IR spectra

The methodology used here to reconstruct amide I′ infrared spectra has been
explained in details in previous articles.1–3 Hereafter, the theoretical basis of
PMM calculations and the computational procedure used to obtain vibra-5

tional spectra of solvated peptides are briefly outlined.
The MD-PMM approach is based on the combined use of quantum me-

chanical first principles and an extended phase space sampling provided by
MD simulations. In PMM calculations, similarly to other mixed quantum-
-classical procedures,4–6 a portion of the system is treated at the electronic10

level, the quantum center (QC), while the rest of the system is described at
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a classical atomistic level and exerts an electrostatic perturbation on the QC
electronic states. An orthonormal set of unperturbed electronic Hamiltonian
(H̃0) eigenfunctions (Φ0

j) are initially evaluated on the QC structure of inter-
est which is typically the ground state equilibrium geometry. Indicating with
V and E the perturbing electric potential and field, respectively, exerted by5

the environment on the QC (typically obtained by the environment atomic
charge distribution and evaluated in the QC center of mass) we may, then,
construct for each QC-environment configuration (as generated by explicit

solvent MD simulation) the QC perturbed electronic Hamiltonian matrix (H̃)
as follows:10

H̃ ' H̃0 + ĨqTV + Z̃1 + ∆V Ĩ (1)

[Z̃1]j,j′ = −E · 〈φ0
j |µ̂|φ0

j′〉 (2)

where qT and µ̂ are the QC total charge and dipole operator, respectively,
∆V approximates all the higher order terms as a simple short range poten-
tial, Ĩ is the identity matrix and the angled brackets indicate integration over
the electronic coordinates. The diagonalization of H̃ provides a set of eigen-15

vectors and eigenvalues representing the QC perturbed electronic eigenstates
and energies.

For the more specific purpose of calculating amide I′ infrared spectra,
trans-N-methylamide (NMA) was chosen as the QC model for each peptide
backbone unit. The mass-weighted Hessian eigenvectors of the isolated trans-20

NMA molecule, calculated quantum chemically, provide the unperturbed vi-
brational modes of each peptide backbone unit from which the amide I mode
is selected. Along such an eigenvector, a set of atomic configurations of
the trans-NMA model were generated and, for each of these structures, an
orthonormal set of unperturbed electronic Hamiltonian eigenfunctions were25

initially evaluated (see Unperturbed quantum chemical calculations section).
Then, for each MD frame and for each IR chromophore (i.e., each of the
N backbone peptide units), the perturbed electronic ground state and cor-
responding energy is calculated using Eqs. 1 and 2 for each peptide group
after having fitted trans-NMA onto the WW peptide backbone unit. For30

each MD frame and for each IR chromophore the electronic ground state
energy as a function of the mode coordinate is calculated, providing a per-
turbed energy curve that is modeled by a Morse potential thus yielding the
vibrational frequency of the perturbed mode. Note that the side chain of
the considered peptide group, the N-1 residues and the solvent define the35
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perturbing environment at each configuration generated by the MD simula-
tion. Different secondary structure arrangements and/or different hydrogen
bonding networks provide different perturbing environments to the consid-
ered peptide group, leading to a perturbed energy curve that is sensitive
to the instantaneous conformation of the environment. Also the hydrogen5

bonds between the QC and its molecular environment are taken into account
only by including the semiclassical interactions due to the atomic charges,
i.e., no chemical bonding effects are considered.

To include the modes coupling effects due to interacting vibrational cen-
ters (i.e., excitonic effects) in the calculations, the evaluated perturbed fre-10

quencies are used to construct at each MD frame the excitonic coupling ma-
trix describing the coupling among the QC modes by means of the transition
dipole coupling (TDC) approximation, i.e., the expansion of the chromophore-
chromophore interaction operator up to the dipolar terms. The perturbed
frequencies for each oscillator, k, are used to include the excitonic effect by15

the construction and diagonalization of the excitonic Hamiltonian matrix
(i.e., the Hamiltonian matrix for the interacting chromophores as expressed
within the basis set provided by the products of the single chromophore per-
turbed vibrational eigenstates):

H̃ = ĨUvb,0 + ∆H̃ (3)

with Uvb,0 the (vibronic) ground state energy of the interacting chromophores20

and ∆H̃ the excitation matrix whose diagonal elements are:[
∆H̃

]
kl,kl

= hνkl (4)

and whose non-zero off-diagonal elements are given by the corresponding off-
diagonal elements of the matrix representing the chromophores interaction
operator (within the TDC approximation):

V̂k,k′(k 6=k′) =
µ̂k · µ̂k′
R3
k,k′

− 3
(µ̂k ·Rk,k′)(µ̂k′ ·Rk,k′)

R5
k,k′

(5)

as expressed in the same basis set of the excitonic Hamiltonian matrix, thus25

providing for each of such elements an interaction potential constructed by
means of the single chromophore transition dipole moments. In Eq. 5 νkl is
the kth chromophore lth excitation frequency, µ̂k the kth chromophore dipole
operator and Rk,k′ is the k′ to k chromophore displacement vector defined
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by the corresponding chromophores origins. In the excitonic Hamiltonian
matrix only the first vibrational excitation of the electronic ground state for
each chromophore must be involved, as higher vibrational excitations are
forbidden and the coupling with excited electronic states may be neglected.

Diagonalization of the excitonic coupling matrix provides the instan-5

taneous vibrational eigenstates and eigenvalues (now including vibrational
mode coupling), and yields the perturbed vibrational frequencies and corre-
sponding transition dipoles of the whole peptide. Note that this procedure
allows to model the Hamiltonian eigenstates of the complex system including
all the interacting chromophores using only quantum chemical calculations10

performed on the single amide groups.
Finally, the obtained perturbed excitation frequencies and corresponding

transition dipoles are used to reconstruct the complete vibrational spectrum.
Once the perturbed frequencies and transition dipoles are obtained at each
MD frame, their distribution can be indeed evaluated using an appropriate15

number of bins in the frequency space providing the vibrational spectrum.
Thus, the band width and line shape of the calculated spectra are obtained
from the distribution of the perturbed frequencies as calculated via the MD-
PMM approach at each MD frame and for each peptide group, avoiding the
use of any empirical or adjustable parameter.20

The main approximations of the above approach are the following. (a)
The invariant mode approximation,3 based on the assumption that the per-
turbations acting on a single IR chromophore do not significantly modify the
forms of the vibrational modes (i.e., the eigenvectors of the mass-weighted
Hessian) of interest, but rather alter only the corresponding frequencies. (b)25

The TDC approximation for calculating the excitonic coupling. Such an
approximation is used also in other analogous calculations.7–9 However, in
most of the available TDC methodologies the excitonic coupling matrix is
commonly constructed by using unperturbed single-residue vibrational states
(i.e., in the absence of the environment perturbation), and the inclusion of the30

perturbation effects then typically involves different levels of phenomenolog-
ical approximation, trying to optimize the computed–experimental match-
ing.7–9 In contrast, our excitonic coupling matrix is constructed from the
basis set of the actual perturbed vibrational states, thus explicitly including
the perturbation of the atomic-molecular environment in the definition of35

the basis set used to provide the excitonic states. (c) The vibrational cou-
pling between chromophore and solvent modes is neglected, and therefore,
the method does not properly treat chromophore vibrational modes involving
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atomic coordinates of the first solvation shell.

Unperturbed quantum chemical calculations

The details of the unperturbed quantum chemical calculations were previ-
ously described1 and are briefly summarized hereafter. As a model of the pep-
tide group, i.e., the quantum center to be explicitly treated at electronic level,5

trans-NMA was chosen. Quantum chemical calculations were carried out on
the isolated trans-NMA molecule at the Time Dependent Density Functional
Theory (TDDFT) with the 6-31+G(d) basis set. This level of theory was se-
lected because it represents a good compromise between computational costs
and accuracy. The mass-weighted Hessian matrix was calculated on the op-10

timized geometry at the B3LYP/6-31+G(d) level of theory and subsequently
diagonalized for obtaining the unperturbed eigenvectors and related eigen-
values. The eigenvector corresponding in vacuo to the amide I′ mode was,
then, used to generate a grid of points (i.e., configurations) as follows: a
step of 0.05 a.u. was adopted and the number of points was set to span an15

energy range of 20 KJ/mol (in the present case 31 points). For each point,
six unperturbed electronic states were then evaluated at the same level of
theory providing the basis set for the PMM calculations.

Molecular dynamics simulations

The 100 µs-long MD simulation used in the present work was performed by20

the D. E. Shaw Research group10;11 on the special-purpose machine Anton.12

Fip35 was solvated in a cubic box with ≈50 Å side length containing ≈4000
TIP3P13 water molecules and three chlorine ions to achieve a ≈30 mM ionic
concentration. The simulations were performed using the Amber ff99SB-
ILDN force field, which is based on the ff99SB force field.14 All bonds involv-25

ing hydrogen atoms were constrained to their equilibrium lengths with the
SHAKE algorithm15. A cutoff of 9.5 Å for the Lennard-Jones and the short-
range electrostatic interactions was used; for the long-range electrostatic in-
teractions the k-Gaussian Split Ewald method was used16. The simulations
were carried out in the NVT ensemble using the Nose-Hoover thermostat30

with a relaxation time of 1.0 ps saving frames every 200 ps. More details
on the MD simulations can be found in the Supporting Information of the
original work.11
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Additional structural analyses

Helical population of the misfolded state

The DSSP analysis of the structures that populate the misfolded state reveals
a relevant increase in helical conformations. The fraction of helical structures
in the misfolded state (reported in Figure 4 of the main text) is indeed ≈27%.5

In the partially folded and unfolded states the same fraction is ≈13% and
≈5%, respectively, and negligible in the folded, H1F and H2F states.

The helical structures of the misfolded states have been thus more thor-
oughly characterized with the DSSP program. Such an analysis shows that
both α-helical and 3-10 helical conformations are present in the misfolded10

state. The number of residues in each helical conformation is reported in
Figure 1, A and B, as a function of time (considering only the frames that
belong to the misfolded state). In Figure 1, C and D, the corresponding
number of helical turns is also reported (the average number of residues per
helical turn is 3.6 for α-helical conformations and 3 for 3-10 helical confor-15

mations). The average number of residues in α-helical conformations is 7.15,
corresponding to an average number of turns equal to 1.99 with at least one
alpha-helix turn in 83% of the frames belonging to the misfolded state. The
average number of residues in 3-10 helical conformation is 4.9, corresponding
to an average number of turns equal to 1.63 with at least one alpha-helix20

turn in 67% of the frames belonging to the misfolded state.

Analysis of the population of the H1F and H2F states

As mentioned in the main text, the normalized distribution of the RMSD of
the Cα atoms of the three-stranded core residues with respect to the folded
structure (reported for both H1F and H2F states in Figure 5A of the main25

text) shows for both states the presence of a low RMSD and a high RMSD
peak.

The low RMSD peak is very similar for the two states and is located
at ≈0.3 nm (i.e., with a small deviation with respect to the folded state
three-stranded core). The structure of the highest populated cluster for the30

low RMSD ensemble, as obtained by applying the RMSD-based clustering
procedure included in the GROMACS package,17 is reported in Figure 2 for
both H1F (A, red) and H2F (B, blue) together with the comparison with
a representative structure of the folded state (in gray) and both show the
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Figure 1: Number of residues (A and B) and turns (C and D) in α-helical (A
and C) and in 3-10 helical (B and D) conformation in the frames belonging
to the misfolded state as a function of time.
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Figure 2: Structure of the highest populated cluster as obtained from clus-
tering analysis of the structures belonging to the low RMSD peak (RMSD
below 0.36) of H1F (A, red) and H2F (B, blue). The two structures are
superimposed to a representative structure of the folded state (in gray).

formation of the three-stranded core.
The high RMSD peak is different in the two states. The H1F state shows

a very broad distribution centered at ≈0.6 nm while the H2F state shows a
sharper peak centered at ≈0.45 nm (see Figure 5A of the main text). The
analysis of the spectra calculated for both H1F and H2F on the high RMSD5

conformations and the analysis of the secondary structure content of the two
states (see Figure 4 of the main text) suggest that such a difference is due to
the presence of residual β structure in hairpin 1 in the H2F state while, on
the contrary, in the H1F state hairpin 2 is on average more unstructured.

This has been verified by monitoring with the DSSP program the number10

of residues with β-sheet or β-turn conformation in hairpin 2(hairpin 1) in the
H1F(H2F) state with high RMSD with respect to the folded state. Such an
analysis shows that for H1F with high RMSD 45% of the MD frames have at
least 2 β-sheet or β-turn residues in hairpin 2 (partial formation of the three-
stranded core) and only 9% of the MD frames have the entire core formed15

(4 or more residues in β-sheet or β-turn in hairpin 2). For H2F a consistent
raise in the same populations can be observed: 63% of the MD frames have
at least 2 β-sheet or β-turn residues in hairpin 1 (partial formation of the
three stranded core) and 28% of the MD frames have the entire core formed
(4 or more residues in β-sheet or β-turn in hairpin 1). The residues that20

are monitored for the above analysis are residue 7 to 12 for hairpin 1 and
26 to 31 for hairpin 2. As previously mentioned, the folded state three-
stranded core residues are 8 to 11, 19 to 22 and 27 to 30. One additional
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residue at each side of the three-stranded core fragment for both hairpin 1
and hairpin 2 has been considered in the analysis in order to include also
possible conformations in which a non-native three-stranded core is formed
(e.g., misregistered contacts).
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