
Supplementary Text

Details regarding the genotype data from ClinSeq R© and FHS cohorts

For the ClinSeq R© cohort [1], SNP genotyping was performed using HumanOmni2.5 Illumina BeadChip ar-

rays. Genotyping was carried out with in accordance with the Illumina Infinium assay protocol. In brief,

this involved amplification of DNA by whole genome amplification (WGA), hybridization of the WGA prod-

uct to the BeadArray (an array-based enzymatic reaction extending captured SNP targets by incorporating

biotin-labeled dNTP nucleotides into appropriate allele specific probe), and detection and signal amplifica-

tion to read the incorporated labels. The BeadChips were scanned using the Illumina iScan system and

processed with the GenomeStudio v2011.1 Genotyping module. The BeadChips consist of specific 50-mer

oligonucleotide probe arrays at an average of 30-fold redundancy. The design of the HumanOmni2.5 Bead-

Chips incorporates around 2.5 million markers. GenomeStudio output files were processed using a custom

Perl script to derive the nucleotides at each SNP position for each subject.

For the FHS cohort, genotyping data was compiled from three resources. More than 276,000 variants from

the Illumina Infinium Human Exome Array v1.0 was genotyped and jointly called as part of the Cohorts

for Heart and Aging Research in Genomic Epidemiology (CHARGE) Consortium [2]. The Framingham

SNP Health Association Resource (SHARe) project [3] used the Affymetrix 500K mapping array and the

Affymetrix 50K supplemental gene focused array resulted in 503,551 SNPs with successful call rate >95% and

Hardy-Weinberg equilibrium (HWE) P>1.0e-6 (based on an exact test [4, 5] that quantifies the deviation

from HWE). Additional genotype imputation was conducted based on this SHARe data using Minimac

with reference panel from the 1000 Genomes Project (Version Phase 1 integrated release v3, April 2012, all

population). Best-guessed genotypes were used for markers that were not available from the first two actual

genotyping platforms.

The total number of SNPs in our study was 113 (combination of SNP sets 1 and 2). All of these SNPs

were identified from the ClinSeq discovery cohort (based on HumanOmni2.5 Illumina BeadChip arrays,

no imputation). Since we needed the genotypes of these 113 SNPs for all cases and controls in the FHS

replication cohort, we used a liberal imputation quality threshold of 0.3 (79 of 113 SNPs imputed). Only

two of the 79 SNPs had imputation qualities less than 0.49, and neither of these two SNPs had positive

predictive power in RF models of the FHS cohort. Furthermore, out of the 21 SNPs that general optimal

predictive performance in both cohorts (Table 3), 16 were imputed. Among these 16 SNPs, imputation

quality ranged between 0.82-0.99 (median: 0.99 and interquartile range: 0.97-0.99). Therefore, the lenient

imputation quality threshold of 0.3 did not have an impact on our results and conclusions, while allowing
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us to test whether we can replicate the predictive patterns from the discovery cohort within the replication

cohort.

Rationale behind random forest and neural network implementation for modeling advanced CAC

The basic random forest model implementation assigns a predictive importance value to each predictor (as

described in the “Methods” section), a feature that lacks in the basic neural network implementation. We

used these predictive importance values to rank predictors and eliminated features with negative predictive

importance and. Because, such features reduced the overall predictive performance. In both cohorts, focusing

on features with positive predictive performance allowed us to compare the predictive performance over a

range of predictors (e.g. top 5-20 predictors) without having to worry about features that may significantly

reduce the overall predictive performance. As a result, we were able to check for the consistency of major

predictive patterns in both cohorts (e.g. predictive power of SNP Set-2 with and without clinical variables).

By utilizing the random forest based predictor ranking, we also gradually reduced the number of features

and identified optimal sets of features. 21 SNPs in SNP Set-2 were optimal since they generated the best

predictive performance in terms of areas under receiver operating characteristics curves (ROC-AUC). After

identifying these 21 SNPs as optimal set of predictors, the basic neural network implementation was chosen

for training models with one group of patients (discovery cohort) and testing with another group (replication

cohort) for the following reasons:

(1) Neural networks, which rely on sums of weighted inputs transformed by transfer functions to generate

model outputs, operate very differently than the decision tree based random forests that don’t utilize transfer

functions. This difference allows us to test whether the cumulative predictive signal captured by random

forests is also captured by a completely different method, a good way to test for the robustness of the

predictive signals in our data.

(2) Neural networks rely on linear and nonlinear transfer functions and complex topologies for modeling

predictor-predictor and predictor-output relationships. We were able to test several neural network topologies

and check for the robustness of predictive power independent of a single network topology, whereas we had

significantly less ability to sample over random forest topologies in the same manner, since random forest

topologies are automatically shaped by the random forest algorithm based on training data.

(3) It is not possible to use out-of- bag sampling both to train random forests with one cohort and to

test with another cohort, unless we merge the two cohorts prior to modeling. However, this would defeat

the purpose of having independent discovery and replication cohorts. If we were to test random forests
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(discovery cohort trained) with all replication cohort samples (not out-of- bag sampling), the subtle training

data-specific topological features of individual trees would lead to poor predictive performance. On the

other hand, neural networks provide full control over training and testing samples (unlike the randomized

out-of-sampling), which enables training with discovery cohort data and testing with replication cohort data.

Hence, each neural network topology allows integration of discovery and replication cohort data into a single

model, whereas we have separate random forest models for the two cohorts.

To recap, we used random forest models for feature ranking and selection. Then, based on the selection

of best set of features, we trained neural networks with discovery cohort (ClinSeq) data and subsequently

tested them with replication cohort (FHS) data. Within neural networks, we used two hidden layers to

look for potential linear and nonlinear interactions between model inputs. Using two hidden layers helped

us achieve this goal in a more comprehensive way in comparison to using a single hidden layer. Since we

have 21 inputs (SNPs from SNP Set-2) for NN models, we include 1-20 nodes per hidden layer to make

the maximum number of nodes approximately equal to the number of inputs. This way we avoided overly

complex neural network topologies. In addition, training overly complex neural network topologies (>20

nodes per hidden layer) with the data from discovery cohort can easily lead to low predictive performance

when the same networks are tested with data from the independent replication cohort. Hence, this choice

serves as a precaution against overfitting with training data.

In summary, using random forests first and neural networks second allowed us to utilize the comple-

mentary features of these two machine learning methods. Furthermore, using one machine learning method

for feature selection and feeding the selected features (e.g., optimal set) into another method (rather than

relying on a single method throughout a study) is considered as one of the best practices in the machine

learning literature [6].

Associations between predictive network genes and cardiovascular disease processes and risk factors
identified through mouse and rat models

Several mouse models have linked ARID5B (a transcription factor involved in smooth muscle cell differ-

entiation and proliferation) to obesity, differentiation of adipocytes, amount of white and brown adipose

tissue, percentage body fat, and abnormal morphology of fat cells [7–11]. Similarly, multiple mouse mod-

els [8, 12–14] showed that CYB5R4 (involved in endoplasmic reticulum (ER) stress response pathway and

glucose homeostasis) is associated with mass of adipose tissue, hypoinsulinemia, hyperglycemia, secretion of

insulin, rate of oxidation of fatty acid, hyperlipidemia, timing of the onset of hyperglycemia, and diabetes.
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Similarly, using mouse model-based studies, EGLN1 (involved in the regulation of angiogenesis, oxygen

homeostasis, and response to nitric oxide) and its paralog EGLN3 have been linked to the necrosis of heart

tissue, apoptosis of cardiomyocytes in infarcted mouse heart, stabilization of HIF1-alpha protein (associated

with atherosclerotic plaques [15]) in left ventricle from mouse heart, functional recovery of heart, hepatic

steatosis (fatty liver disease), angiectasis (abnormal dilation of blood vessels), and dilated cardiomyopathy

(reduced ability of heart to pump blood due to enlarged and weakened left ventricle) [16–20]. Through

mouse and rat models, RETN (a biomarker for metabolic syndrome, atherosclerosis, and insulin-dependent

diabetes, and a regulator of collagen metabolic process and smooth muscle cell migration) has been linked

to insulin resistance, hyperinsulinemia, glucose intolerance, quantity of D-Glucose, quantity of circulating

free fatty acid, LDLR, reactive oxygen species, and triglycerides [21–26], as well as increased atherosclerotic

progression [27]. Several rat and mouse models showed that TLR5 (a transmembrane receptor involved in

inflammatory response, nitric oxide biosynthesis, and cellular response to lipopolysaccharide) is associated

with obesity, hypertension, insulin resistance, autoimmune diabetes, cholesterol and triglyceride levels, sys-

tolic and diastolic blood pressure in systemic artery, and inflammation [28–30]. Finally, NRG3 serves as a

ligand of the tyrosine kinase receptor ErbB4 that has been shown to affect the development of heart and the

flow of blood in heart in multiple mouse models [31–34].
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17. Eckle T, Köhler D, Lehmann R, El Kasmi KC, Eltzschig HK: Hypoxia-inducible factor-1 is central to
cardioprotection a new paradigm for ischemic preconditioning. Circulation 2008, 118(2):166–175.

18. Takeda K, Ho VC, Takeda H, Duan LJ, Nagy A, Fong GH: Placental but not heart defects are associated
with elevated hypoxia-inducible factor α levels in mice lacking prolyl hydroxylase domain protein
2. Molecular and cellular biology 2006, 26(22):8336–8346.

19. Minamishima YA, Moslehi J, Padera RF, Bronson RT, Liao R, Kaelin WG: A feedback loop involving the
Phd3 prolyl hydroxylase tunes the mammalian hypoxic response in vivo. Molecular and cellular biology
2009, 29(21):5729–5741.

20. Takeda K, Cowan A, Fong GH: Essential role for prolyl hydroxylase domain protein 2 in oxygen
homeostasis of the adult vascular system. Circulation 2007, 116(7):774–781.

21. Satoh H, Nguyen MA, Miles PD, Imamura T, Usui I, Olefsky JM: Adenovirus-mediated chronic hyper-
resistinemia leads to in vivo insulin resistance in normal rats. The Journal of clinical investigation 2004,
114(2):224–231.

22. Rajala MW, Obici S, Scherer PE, Rossetti L: Adipose-derived resistin and gut-derived resistin-like
molecule–β selectively impair insulin action on glucose production. The Journal of clinical investigation
2003, 111(2):225–230.

23. Steppan CM, Bailey ST, Bhat S, Brown EJ, Banerjee RR, Wright CM, Patel HR, Ahima RS, Lazar MA: The
hormone resistin links obesity to diabetes. Nature 2001, 409(6818):307–312.

24. Sato N, Kobayashi K, Inoguchi T, Sonoda N, Imamura M, Sekiguchi N, Nakashima N, Nawata H: Adenovirus-
mediated high expression of resistin causes dyslipidemia in mice. Endocrinology 2005, 146:273–279.
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