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I. Supplementary Discussion

Here, we provide further conceptual details and analyses regarding the EF-X method.

A. Electric fields and protein crystals

The electric fields required for EF-X are large by laboratory standards: a field of 1 MV/cm corresponds to the

imposition of 10,000 volts across a 100 μm crystal (which we will use as a reference thickness). Such voltages pose a

number of challenges informing our experimental design. Most fundamentally, protein crystals - like any material -

can suffer dielectric breakdown under electric field pulses. Given the dense, wet nature of protein crystals, ionization

avalanches are unlikely to occur since charged particles cannot be accelerated sufficiently between collisions. Rather,

the main two pathways to dielectric breakdown that appear to be relevant are (a) mechanical pressure and (b) ohmic

heating. We consider these individually below.

Mechanical pressure results from the Coulombic attraction between accumulating charges on both sides of the

crystal. Assuming that the capacitance C of a protein crystal can be modeled as that of a parallel plate capacitor, we

can write C = εA
d where ε is the dielectric permittivity of the crystal, A is its surface area, and d its thickness. The

pressure due to the electric field is − 1
2εE

2 where E is the electric field strength. That is, the field will compress the

crystal in a manner dependent on the field strength and relative permittivity (since ε = εrε0) of the crystal. Estimated

εr are ∼ 12 for hemoglobin1 and ∼ 37 for monoclinic lysozyme crystals2. Taking the latter yields P = 1.6 MPa at 1

MV/cm. Lysozyme crystals can tolerate hydrostatic pressure up to 1 GPa3,4, and have a yield stress under point-like
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pressure along the [1 1 0] direction of 5− 10 MPa4.

Ohmic heating results from ionic currents running through the crystal’s solvent channels. Molecular dynamics

simulations5 suggest that protein crystals obey Ohm’s law up to large field strength, i.e. V = IR, where V is the

applied voltage, I is the resulting current, and R is the crystal series resistance. The resulting power dissipation,

P = V I results in a temperature jump ∆T = Pτ/Cp, where τ is the pulse duration of the applied field and Cp is the

crystal heat capacity. This temperature jump can be expressed in intrinsic terms as ∆T = E2τσ/cp where σ is the

conductivity of the crystal, related inversely to its resistance (R = d
σA ), and cp here defined as its heat capacity per

unit volume.

What all this means is that, given the desired field strength, the heating rate is independent of crystal shape but

will be linearly dependent on electric field duration and conductivity. Indeed, the anticipated heating rate is large. For

lysozyme, under the conditions at which measurements have previously been made6, we estimate that ∆T
τ ∼ 2× 107

K/s at 1 MV/cm. Removing salt from protein solutions (or protein crystals) reduces crystal conductivity further by 30-

50 fold (data not shown). Many crystallization agents, such as poly(ethylene glycol), increase viscosity substantially,

often further reducing conductivity. Under these conditions, heating is irrelevant for crystals with conductivities

like lysozyme on submicrosecond time scales. We note that crystal cooling by thermal diffusion takes place on the

millisecond to second time scale (estimated thermal equilibration time scale of 50-100 ms7).

Typically, protein crystals have much lower conductivity than their corresponding crystallization solutions

(lysozyme: 50-200 fold6). This means, that, in order to minimize heating, all current should flow through the

crystal and not around it. To this end, we mount protein crystals across the orifice of capillaries (Figure 1c-d): the

only conductive path runs through the crystal. The crystal is attached by coating the junction with the electrode

tip with Sylgard 184 (Dow-Corning Inc.), a dielectric elastomer. Another harmful effect of an applied electric field

is the occurrence of electrolysis at the electrodes, leading to gas bubble formation. Such electrolysis is proportional

to current (Faraday’s first law of electrolysis), and appears in our experiments to be adequately minimized by a

proper electric seal around the protein crystal. Thus, Sylgard-based gluing of crystals serves a dual purpose: electric

insulation and mechanical stability of the crystal on the electrode.

We note that the placement of thin dielectric insulators between the protein crystal and electrodes is likely not a

good experimental choice for the EF-X experiment: dielectric screening by mobile charges (ions) would dramatically

decrease the electric field experienced by the protein crystal. In other words, current must flow, with the protein

crystal as the least conductive element of the circuit. The resistance between electrodes and crystal also determines

how fast the voltage rises across the crystal. For a hypothetical 100× 100× 100 μm lysozyme crystal in contact with

a solution with conductivity of 1 mS/cm, the expected capacitance (C) is 0.03 pF, with access resistance (R) for a

100 μm liquid junction of 100 kΩ, giving an expected rise time of RC = 3 ns. Voltage rise times will be studied in

more detail in future work.

Finally, transient electric fields in some cases lead to electrostrictive motion, especially of crystallization solution

surrounding the crystal. Such motions were sometimes visible by live video and in one case resulted in visible splitting

of spots within the diffraction pattern when exposed with multiple X-ray pulses. Any such motion is likely negligible

during X-ray pulses, but can lead to displacement between X-ray pulses. In principle, such motion does not pose a

problem for data reduction since geometry of the setup and crystal is refined for each frame - as long as diffraction

spots remain intact. The data presented here, however, were based on single X-ray pulses per frame, a straightforward

approach for eliminating concerns about the effects of such motion.

B. Statistical validation

Conventionally, difference electron density (DED) maps resulting from time-resolved crystallography are assessed

by peak heights, expressed in standard deviations (σ) from the mean. We will present such an analysis below. Usually,

signal is concentrated around an optically excitable group. Here, however, any part of the protein can be excited (note

that 27 out of 95 residues have charged side chains) and solvent content is somewhat low (40%). As a consequence,

our internal DED maps do not contain large ”internal negative control” regions that stabilize the overall statistics.

For this reason, we present a number of additional analyses, in both real and reciprocal space. We emphasize that

data without the electric field (OFF) and at the different time points (ON: 50, 100 and 200 ns; see Figure 2 for

experimental design) have similar completeness, Rmerge and redundancy. The data were acquired in an interleaved

manner and scaled together to ensure cancellation of systematic errors throughout the analysis.
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Test 1. First, we expect reflections FONhkl and FON
h̄kl̄

to deviate from FOFFhkl and FOFF
h̄kl̄

, respectively, in opposite

directions and therefore to be negatively correlated. This is indeed the case, most prominently at 100 and 200

ns (Extended Data Figure 7a-c). Consistent with such correlation, we expect an increase in the variance of ∆F =

Fhkl−Fh̄kl̄ relative to variance due to measurement error alone, and therefore a corresponding increase in map variance

(by Parseval’s theorem). Ignoring, for simplicity, the role of weighting of reflections in difference map construction

and anisotropy correction (for both, see Methods), we expect a relative increase of standard deviation of 1 − 2ρ,

where ρ is the average correlation coefficient calculated in Extended Data Figure 7a-c (note that ρ < 0). Indeed, the

overall internal DED map σ increases with the delay from the start of the EF pulse (defining the OFF map standard

deviation as 1: 1.099× at 50 ns, 1.244× at 100 ns, and 1.311× at 200 ns), consistent with this expectation.

Test 2. Second, the ON internal DED map, ideally, has higher peaks and lower valleys than the internal DED

of the OFF map. Such DED is likely also distributed less uniformly throughout the unit cell and thus expected to

lead to ”heavy tails” in the distribution of DED values. We therefore looked for systematic deviations from a normal

distribution in the tails of the internal DED distribution over voxels (for the OFF data, we expect the central limit

theorem to apply). Indeed, the excess number of voxels with large deviations from 0 increases with the delay from

the start of the EF pulse in internal DED maps (Extended Data Figure 7g-j), and progressive, statistically significant

deviations from a normal distribution appear, as assessed by three different statistical tests (Extended Data Figure

7, legend). These tests are independent of Test 1 above.

Test 3. Third, we do have some expectations of where difference electron density peaks will be localized.

Preliminary molecular dynamics simulations (unpublished) and initial data both indicated that strong DED map

peaks are to be expected around backbone oxygen atoms. Such a pattern is not unexpected given the number of

electrons of oxygen (8) compared to carbon (6) and nitrogen (7), their low B-factors compared to side chain atoms,

and relatively high spatial contrast (they are the ”pointiest” features of the protein backbone). To perform a test

independent of the previous two, we ask what fraction of observed peaks above 3.5 σ or below -3.5 σ, fall within a 1.5

Å radius of backbone oxygen atoms (due to voxelization, at 0.3 grid spacing, the effective probe volume radius is 1.80

Å; analysis in UCSF Chimera). These probe volumes occupy 10.4% of the unit cell. The threshold of 3.5 σ was chosen

as the point where the voxel internal DED distribution (Extended Data Figure 7g-j) starts to deviate clearly from

normality. At 100 and 200 ns, we find significant localization of internal DED near backbone oxygen atoms (Table

S4). More generally, it is customary to examine the location and strength of the strongest difference map features

(200ns: Table S5, OFF: Table S6). We find that the strongest internal DED peaks are found preferentially near the

protein backbone (p < 0.01) and charged residues (p < 0.05), another natural expectation.

Test 4. Fourth, signal is likely to have a larger typical spatial extent than noise. Motions of nearby atoms are

expected to be correlated and thus to result in clustering of difference electron density. As a result, using larger

sampling volumes should average out noise faster than signal. To specifically assess the clustering of internal DED

near the protein backbone, as apparent from Figure 3b, we integrate the absolute value of internal DED above 2.5 σ

(as illustrated as the ”signal” in Figure 3a). In Figure 3g, we did implicitly assume that OFF and ON data sets are

subject to the same measurement errors. This is quite likely given that OFF and ON diffraction patterns were acquired

in an interleaved manner and show similar completeness, redundancy and Rmerge (Table S3), and also consistent with

the increase in map standard deviation as reviewed above. However, to be conservative, we consider here the case of

an unknown source of additional error causing, instead, the entire increase in internal DED map standard deviation.

To do so, we compare signal per residue to random sampling from the unit cell of the OFF internal DED map using

equal sized probe volumes (that is, we quantify false-positive signal, Extended Data Figure 7d-f). For this additional

error scenario, we lower the sampling threshold to 2.5 σOFF × (σOFF /σON ), after which we multiply the false positive

signal by σOFF /σON for comparison with the ON data. To judge the statistical significance of the traces in Figure

3g, we use the 95th percentile obtained by this random sampling protocol. As shown in Extended Data Figure 7d-f,

we find substantial signal even above this conservative threshold for 13 residues at 50 ns (p = 9× 10−4), 15 residues

at 100 ns (p = 7× 10−5) and 26 residues at 200 ns (p < 10−12).

Test 5. Finally, of course, are the data reproducible? The presented data set is the best one we have acquired

to date, with other data sets having lower completeness and redundancy. To make a comparison, we merged data

from two other crystals (for statistics, see Table S7). We find that both structure factor differences and internal

structure factor differences are moderately correlated between data sets, with high statistical significance (Extended

Data Figure 7k-l).
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C. A note on structural model errors

Our refinement strategy is geared towards the accurate refinement of structural differences, rather than overall

model accuracy. We start from a high-quality model for the OFF state, based largely on a high-resolution monochro-

matic data set (see Methods). Use of an OFF state model as a starting point for structure refinement of the excited

states (ES) has two effects: (1) Model errors of the OFF and ES models are highly correlated and will mostly cancel

out when comparing models, minimizing model error in the estimation of structural changes8,9. (2) A model bias

will be present in the excited state model, but this will be the most conservative bias possible: towards not observing

conformational change. In other words, we essentially perform difference refinement10,9 against extrapolated struc-

ture factors11,12. To minimize spurious modification of the excited state model (ESM), we performed mostly manual

refinement in Coot and only slight xyz refinement in PHENIX (automated refinement with geometric constraints).

We judge the validity of the ESM in a number of ways.

First, the stepwise decrease in R factors (Extended Data Figure 4a) suggests that most refined structural changes

are well supported. With respect to the somewhat large R factor values, we note that these consist of two components:

measurement error and model error (that is, Fo−Fc = (Fo−Ftrue)−(Fc−Ftrue)). Usually, R factors are dominated by

model error9. Extrapolated structure factors, however, have a large associated effective measurement error, making

the magnitude of associated R factors an unreliable measure of model quality. However, the measurement error

component stays constant during refinement, such that changes in Rwork and Rfree can guide refinement. Secondly,

we calculated 2mFo − DFc composite omit maps (with iterative refinement). We find that most refined structural

changes are well supported by these maps. We provide the 2mFo −DFc maps and composite omit maps calculated

with iterative refinement in the Supplementary Online Materials. Thirdly, the refined structural changes explain the

features observed in the internal difference maps (Figure 3), which, again, can be calculated without any refinement.

Finally, one can ask how well the ESM explains additional data. First, can the ESM explain an independent data

set (data set 2, described under Test 5 above)? To judge this, we directly compare the model to data set 2 (Table

S7). We do so without refinement (apart from bulk solvent scaling) such that all 11,129 reflections act as the test

set. At low extrapolation factor, the ESM model and an upside-down ESM, obtained by rotation by 180◦ around the

C2 crystallographic y axis, explain the data nearly equally well, both much worse than the OFF model, consistent

with the observation that the OFF state dominates overall electron density (Extended Data Figure 4b; note also that

the OFF model has not been refined against noisy extrapolated structure factors, giving it an inherent advantage).

At high extrapolation factor (> 9), however, the relation inverts and the ESM, but not the rotated ESM, explains

the extrapolated structure factors for the second data set better than the OFF model. Second, when comparing the

200 ns ESM model to the 100 ns time point obtained concurrently from the same crystal, we observe nearly identical

behavior (Extended Data Figure 4c). Note that, while the improvements over the OFF model are modest (2-3%

in both cases), these differences are highly significant given the size of the test set (Nrefl > 11, 000 in both cases;

standard errors in Rfree are approximately
Rfree√
Nrefl

≈ 0.0095Rfree (ref.13; this estimate is likely conservative here

given that the measurement error component of Rfree is fixed for a given extrapolation factor).

D. General applicability of EF-X

Electric fields act on partial and elementary charges, as present naturally in proteins, or as introduced by mutation,

change in pH and chemical modification. As such, EF-X has the potential to extend the reach of time-resolved

crystallography beyond the few proteins with optically excitable co-factors (most notably hemoglobin14, myoglobin15

and photoactive yellow protein11). Indeed, EF-X may be a general purpose experiment to explore the functionally

relevant excited states of proteins and other biological macromolecules. In this regard, it is important to explain the

current experimental conditions that permit the application of EF-X, with a view towards enabling its immediate

application and identifying directions for further technical development.

Crystal quality and growth conditions. The point of EF-X is to study protein excited states through intro-

ducing and recording subtle but statistically significant perturbations throughout the molecule. As is the case for any

comparative study of subtle conformational changes, it is necessary to grow well-diffracting crystals (resolution ≤ 2Å).

Indeed, most of the information on structural differences in our data is found in reflections in the resolution range from

2-3 Å (Extended Data Figure 7). Over 40,000 protein structures have been deposited in the PDB with resolutions

better than 2.0Å, suggesting wide applicability of EF-X. Another consideration is that crystals grown under high-salt
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conditions are not (by empirical observation) immediately amenable to the application of strong electric field pulses.

However, preliminary work suggests the viability of a number of strategies to reduce crystal salt content, including

the dialysis of protein solutions against glycerol solutions prior to crystallization, the use of ”volatile salts” such as

ammonium acetate, and the transfer of crystals obtained in high-salt buffers through biphasic aqueous equilibria to

polyethylene glycol solutions of similar pH and osmotic pressure16.

Data collection under electric fields. For protein systems tested to date, we find that individual crystals

can withstand hundreds or thousands of electric field pulses of ∼1 MV/cm without serious loss of diffraction quality

(Extended Data Figure 2, Table S2). However, a key factor (and current challenge) that determines the success rate of

this experiment is the control of humidity and osmotic fluctuations during crystal mounting and data collection. Such

fluctuations result in physical stresses, increasing crystal mosaicity. This is particularly important given the current

use of ”pink-beam” Laue diffraction to maximize photons per exposure, a process in which the quality of diffraction

is highly sensitive to crystal mosaicity17. There are effective approaches for dealing with these issues. The problem of

controlling humidity has been effectively addressed for conventional room-temperature crystallography using custom

humidity control instrumentation18 or, more simply, by sustained vapor contact with crystallization solution19. In

addition, the use of narrow-bandwidth, high-intensity pulsed X-ray sources (e.g. X-ray free electron lasers) should

eliminate such concerns altogether, since diffraction of monochromatic X-rays is substantially less sensitive to crystal

mosaicity.

Another issue regarding broad application of EF-X is the design of electrodes. Presently, we use manually

assembled electrodes with orifices of ∼100 μm, requiring the availability of crystals with similarly sized faces to

permit mounting. This limitation can be addressed with miniaturization of electrodes, a matter of further engineering.

Miniaturization also has the potential to dramatically extend the accessible time scales of investigation (see Extended

Data Figure 1).

Symmetry breaking and extent of motions sampled. As described in the main text, a valuable property

in the EF-X method is the fact that applied electric fields will generally reduce the symmetry of crystal. Indeed, any

crystallographic symmetry operator that does not preserve the electric field vector will be ”broken”. Thus, processing

the data in the appropriate lower symmetry group permits the construction of internal difference Fourier maps between

molecules that experience the electric field in different directions. This analysis amplifies the electric field induced

effect and isolates this signal from other potential artifactual effects that could arise from crystal heating or radiation

damage (which are insensitive to the direction of the electric field).

How general is the property of crystal symmetry breaking? Analysis of the PDB shows that 95% of deposited

structures fall within space groups that contain at least one 2, 4, or 6-fold (2n) rotation or screw axis, implying

the existence of one or more oppositely oriented asymmetric units (ASUs). Approximately 50% of structures fall in

space groups that have (at least) one set of three orthogonal 2n rotation and/or screw axes, meaning that almost any

crystal orientation will lead to one or more oppositely oriented ASUs that will experience the electric field in opposite

orientations. Thus, symmetry breaking is likely to be a feature shared by most protein crystals. However, we note that

the principle of making internal difference maps is even more general than cases involving breaking crystallographic

symmetry. For any space group and any crystal orientation, one could simply invert the polarity of the electric field

and collect successive diffraction images for the crystal exposed to electric field pulses of opposite orientation. Such

a data collection protocol would permit the construction of up - down difference Fourier maps between interleaved

datasets of opposite electric field polarity.

An interesting question is the degree to which the electric field applied in just one orientation is expected to

sample possible motions in a protein under study. If one assumes transition dipole moments of charges (
−→
∆µ) to be

distributed isotropically, any given electric field orientation
−→
E will excite about 50% of motions with at least half the

effect achievable by perfect alignment of the electric field with these motions (that is, cos(
−→
∆µ,
−→
E ) > 0.5).

Crystal lattice constraints. An interesting issue is to consider how the crystal lattice might restrict the

motions that can be accommodated while retaining crystal integrity. A review of the scientific literature suggests that

in many cases, protein function is not limited by assembly into a crystal lattice. For example, a number of enzymes

retain catalytic activity in the crystalline state (urease20, glycogen phosphorylase21, papain22, ribonuclease23,24, DNA

polymerase η25, myoglobin15, hemoglobin14,26). A recent overview of the application of cross-linked enzyme crystals

is given in ref. [27]. In addition, Agarwal et al.28 compared the solution NMR and solid state (crystalline) properties

of the SH3 domain of alpha-spectrin and found excellent agreement, both for chemical shifts and R2 relaxation rates,

suggesting detailed preservation of dynamics in the crystalline state. These findings suggest that many important

features of protein dynamics might be recapitulated through the study of excited states in protein crystals, a notion
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that should be tested more completely in future work.

However, there is no doubt that some protein functions will involve larger-scale conformational changes that

could be incompatible with a single crystal state. For such conformational changes, an obvious direction is to carry

out ”serial EF-X” — a study of excited states in a series of crystals that represent stabilized intermediate states along

a functional reaction coordinate. For example, studies in the metabolic enzyme dihydrofolate reductase suggest that

such an approach could permit a detailed mapping of a complex, multistate reaction coordinate29. The availability

of EF-X should now enable this work.

Access to EF-X. Efforts to establish a permanent, generally accessible installation of the EF-X technology are

underway at BioCARS (APS).

E. Biological relevance of EF-X

The broad goal of EF-X is to excite and record time histories of motions throughout a protein structure as an

approach to deduce the biological reaction coordinate(s). The operating principle is that biologically relevant excited

states of proteins are enriched in the low-lying energetic states accessible around the ground state(s). Thus, the kinds

of forces imposed by 1 MV/cm fields should be able to bias and expose these states (Extended Data Table 1). Coupled

with time-resolved crystallography, this experiment should permit both visualization of relevant excited states and

the transitions between them with appropriate spatial and temporal resolution. Here, we show that applied electric

fields can indeed drive motions within a protein molecule, that we can observe these motions with atomic resolution,

and that the pattern of EF-induced motions significantly overlaps with the pattern of displacements that define the

evolutionarily-conserved reaction coordinate in the PDZ domain. However, this study represents an initial analysis of

EF-induced motions with just one electric field orientation and at one time scale. That even this partial accounting

of induced motions displays association with PDZ function supports the general premise behind EF-X. Nevertheless,

it should be understood as a starting point for a larger body of work that will be required for a complete analysis.

We outline the essential conceptual and technical issues:

Identifying the biologically relevant motions. Because proteins are marginally stable materials with many

degrees of freedom, a full description of their motions will require a high-dimensional representation. Such a description

will represents one important goal of EF-X — a systematic cataloging of all the distinct motions over a broad range of

time scales that define the basic material properties of a protein. However, it seems likely that the biologically relevant

motions exist in a much lower dimensional space — a subspace spanned by a small number of evolutionarily-conserved

mechanical modes within which a trajectory of orderly, non-random motions defines the reaction coordinate30. Another

important goal of EF-X is to provide a rigorous test of this conjecture and to determine optimal approaches for

identifying and characterizing the relevant mechanical modes. With EF-X, the approach is to collect data (1) at

many field orientations and strengths, (2) with and without molecules or mutations that stabilize intermediates along

the functional reaction coordinate, and (3) over homologs of a protein family that share a common reaction mechanism.

The proposal is that the residues defining the relevant modes will be correlated in perturbations that influence the

reaction coordinate and correlated over homologs that share a common design. Because the experiment presented

here is at one field orientation and strength in a single wild-type protein, the analysis in Figs. 6b and 6e just compare

the magnitudes of motions at each amino acid position — a first-order test that the biologically relevant motions

are significantly included in the EF-induced motions. A more complete analysis will come with the development of

analytical methods for decomposing the time-dependent correlations in EF-induced motions to identify the collective

modes; if correctly done, such a decomposition should separate the majority of idiosyncratic, random motions of

atoms from the proposed few conserved, systematic motions that are connected to protein fitness.

The energetic value of interactions. The observation of motions in proteins is not itself a mapping of the

forces constraining those motions — the critical information for making physical models for proteins. But, with more

development, EF-X can be thought of as a method for mapping the free energy landscape in protein structures at

atomic resolution. By varying defined forces with defined orientations and measuring subtle displacements or state

transitions of residues, one could collect data required to deduce the spatial pattern of net forces acting between atoms.

However, there are several non-trivial issues to address. First, it is important to understand how the externally applied

electric field maps to the field within the diffracting volume of the crystal. Second, it must be possible to transform

the field within the diffracting volume to the local field experienced by charged species within the unit cell. Finally,

it is important to define the groups of atoms that work cooperatively and therefore move in a collective fashion (see
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above). These issues represent directions for further study and are made accessible by the development of EF-X.
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II. Supplementary Tables

TABLE S1 Multiple sequence alignment and mapping of results reported in the literature on allostery for PDZ

domains. Selected PDZ domains were aligned based on X-ray structures using Promals3D31 with limited manual adjustment of

gapped regions. Residues significantly affected by allosteric modulatory domains or coupled to ligand binding are indicated (bold

and underlined). (a) Sequence of LNX2PDZ2, with residue numbers shown on top and secondary structure underneath (eee...”

indicates β strands, hhh... indicates α helix). (b) Sequence of PSD95PDZ3 with clusters of residues for which backbone chemical

shift in the ligand-bound state respond in a correlated manner to mutations32. (c) Residues in PSD95PDZ3 for which mutations

on average have a significant effect on ligand affinity33. (d) Residues in AF-6PDZ with intrinsic millisecond dynamics affected

by ligand-binding, or exhibiting millisecond chemical exchange in the ligand-bound state only, or experiencing a substantial

change in chemical shift upon ligand binding (Figure 6 and Table 1 of ref. [34]). (e) Residues part of two pathways of energetic

correlations identified by molecular dynamics simulations in human PTP-1EPDZ2 [35]; (f) Residues of PTP-1EPDZ2 displaying a

change in dynamics on ligand binding36, as determined from relaxation dispersion measurements on 13C-labeled methyl groups

and backbone order parameters. (g) Residues of PTP-1EPDZ2 with chemical shift change (∆δ > 0.2) upon binding to Fas

receptor C-terminal peptide37. (h) Residues of mouse PTP-BLPDZ2 showing slow chemical exchange or large chemical shift

change upon titration with its modulatory PDZ1 domain, following ref. [38], Figure 3A, and Dr. G. Vuister, pers. comm.)

(i) Sequence of PAR6PDZ with residues undergoing chemical exchange in response to positional exchange of L164 and K165,

the conserved positively charged residue at the base of the ligand binding pocket (based on ref. [39], Figure 3C and Dr. B.F.

Volkman, pers. comm.). (j) Significant Tiam-1PDZ chemical shift changes upon binding of a peptide derived from Syndecan-140.

(k) Residues in GRIP1PDZ1 that form crucial interface contacts with its modulatory PDZ2 domain (only a few residues were

tested based on crystallographic inspection)41. (l) Region of GRIP-1PDZ6 shown to undergo a large conformational change in

response to ligand binding, as identified by X-ray crystallography42. (m) Aggregate evidence for conformational or energetic

coupling to the ligand at positions not in direct contact with the ligand (allosteric, minimum distance between C, N, O, or S

atoms > 5 Å in PDB entry 2VWR). Open circles: supported by four or five studies; filled circles: at least six studies (n) Same

for residues in direct contact with the ligand.
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TABLE S2 Experimental parameters for select data sets. Experiments were performed using ”pink beam” radiation

with a bandwidth of 5%43. The use of a pink beam places limits on acceptable crystal mosaicity to about 0.1o. As a result,

diffraction patterns obtained were often unsuitable for further analysis. ∗ Most crystals were 50-100 μm thick based on visual

inspection. † Electric field pulse duration. ‡ Note that multiple electric field (EF) and X-ray pulses were typically required per

frame. § Frames with EF. Because OFF frames were also collected, the total number of X-ray exposures was typically twice or

three times the number of EF pulses. ∗∗ Illustrated in Extended Data Figure 2.
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TABLE S3 Data reductions statistics for LNX2PDZ2 time series data set. Data were indexed, integrated, scaled

and merged in Precognition (Methods). Completeness statistics were determined in CCP4 (mtzdump). ∗Note that, unlike

in conventional data reduction software, only reflections passing several cutoffs are included in the final merged data set in

Precognition. This biases estimates of completeness (down) and 〈F/σF 〉 (up).
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TABLE S4 Occurrence of internal difference density peaks near backbone oxygen atoms. ∗Probability that at least

this many residues will have peaks of the indicated type near backbone oxygen atoms, based on binomial sampling among the

observed peaks in each internal difference electron density map. That is, the increased map variance and increased number of

peaks at large deviations from zero are, a priori, excluded from causing the significance of obtained results.
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TABLE S5 Internal difference electron density peaks at 200 ns. Shown are the 30 strongest internal difference electron

density peaks. Note that each peak occurs twice with positive and twice with negative sign when using the C2 unit cell. Hence,

we report peak strengths as positive numbers. The location of peaks was determined in Coot44 using a map sampled at 0.3 Å

(grid sampling rate = 3). The symbol – indicates that no residue atoms were found within 3 Å. We find 15 of 30 peaks near

the protein backbone (expected by chance: 8.9; p = 0.007). We find 14 out of 28 peaks near charged residues (p = 0.012 by

simple counting; p = 0.047 by overall residue Van der Waals volumes). Note that the standard deviation of the 200 ns map is

1.3x larger than for the OFF map, such that the for the highest peak 5.25 σON ≈ 6.88 σOFF .
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TABLE S6 Internal difference electron density peaks for OFF data. Shown are the internal difference electron density

(DED) peaks above 4.08 for comparison with Table S5 (determined in the same manner). Localization near charged residues

is not statistically significant (p > 0.1), while peaks are biased away from the protein backbone (p = 0.99).
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TABLE S7 Data reduction statistics for two additional crystals of LNX2PDZ2 and their merged data set (referred

to as dataset 2). Data for crystals e25 and e49 were cut at 2 and 3 sigma, respectively, for merging in Epinorm. ∗Merged

reflections (of each crystal separately) were merged in Matlab with weights based on their associated errors. ∗∗For data merged

from both crystals, reported redundancy based on single and harmonic reflections instead. #For data merged from both crystals,

we report the R factor for merging between these two data sets, unweighted, relative to unweighted mean; weighted Rmerge(F)

are 0.037 and 0.035 for OFF and ON data, respectively. (a) Completeness in P1 after removal of reflections forbidden by

residual translational symmetry; completeness calculated using ccp4/6.4.0 mtzdump. (b) Geometric means (arithmetic means

∼90, dominated by outliers).
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III. Legends for Supplementary Online Materials

A. PyMOL session S1: Internal electron density difference map shown on the OFF structure. The

difference map corresponds to Figure 3 of the main text. Meshes are contoured at ±3.5 σOFF (light red (+), light

blue (−)) and ±4.5 σOFF (dark red (+), dark blue (−)). The map covers ten unit C2 cells, showing several OFF

models to indicate their relative positions in the crystal lattice. Note that the internal electron density difference

in this representation has equal magnitude and opposite sign. Shown is an orthoscopic view to highlight the overall

pattern of internal electron density difference. The C-terminal portion of a symmetry mate acts as a ligand for the

PDZ molecule; this is indicated on the sand-colored molecule in yellow stick bonds.

B. PyMOL session S2: Superimposed up, down, and OFF models and 2Fo−Fc electron density. Models

were superimposed using the command ”super” in PyMOL, based on C, Cα, and N atoms of residues 338-356, 362-380,

384-408 and 412-419; that is, excluding N- and C-terminal regions and parts of the 2-3, 1-4 and 2-6 loops displaying

larger conformational changes. Shown are the non-hydrogen protein atoms, and water molecules with B factors less

than 20 Å2. Meshes indicate electron density levels of 1.0, 1.5 and 2.0 σ within 1.5 Å of displayed atoms. Ligands

(C-terminal regions of symmetry mates) are shown as stick models.

C. PyMOL session S3: Superimposed up, down, and OFF models and 2Fo − Fc electron density for a

composite omit map calculated with iterative refinement. Models and densities are presented as for PyMOL

session S2.

D. PyMOL session S4: 2Fo−Fc electron density obtained for refinement against extrapolated structure

factors in the reduced symmetry (P1) space group. Electron density (gray mesh at 1.5 σ) of the up (red)

and down (blue) models as refined against extrapolated structure factors in the P1 space group. Ligands (C-terminal

regions of symmetry mates) are shown as stick models (green and orange for down and up states, respectively). Water

molecules with B factors less than 20 Å2 are shown. Several additional symmetry-related molecules are also provided

and/or shown to illustrate the relative positions of up and down molecules. The electron density covers the model

with a 5 Å padding on all sides along unit cell axes.

E. Video S1: Destructive breakdown after dielectric seal failure. Movie of an experiment in which mis-

alignment of electrodes led to dissociation of the protein crystal (lysozyme) from the bottom electrode, providing a

conductive path around the crystal and leading to destructive arcing (dielectric breakdown). The video was recorded

from a monitor with a piece of transparent adhesive tape with red dot indicating beam center, used in sample

alignment.

F. Video S2: Establishing liquid junction between top counter electrode and the crystal. Movie showing

the approach of the top electrode, brought in by manual control of a translation stage. The electrode is brought in

sufficiently close to establish a liquid junction between the top electrode and the crystal.
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