
Supplementary Data

Criteria for Evaluating the Optimal Number
of Microstate Maps

Eleven criteria have been used to evaluate independently the
quality of each clustering (see Supplementary Table S1 for an
overview of the criteria). They were then merged together to
make a single synthetic criterion, which has been used here.
The idea was to increase the confidence in the right number
of clusters, improving the previous way, which was to pick ei-
ther the Cross-Validation criterion (Pascual-Marqui et al., 1995)
or the Krzanowski-Lai Index (Krzanowski and Lai, 1988).

The chosen 11 criteria were [from review articles (Charrad
et al., 2014; Milligan and Cooper, 1985; Murray et al., 2008;
Pascual-Marqui et al., 1995)]:

� Cross-Validation (its second derivative),
� Cubic Clustering Criterion (its first derivative),
� Davies and Bouldin,
� Dunn,
� Frey and Van Groenewoud,
� Hartigan (its first derivative),
� Krzanowski-Lai Index,
� Marriott,
� Point-Biserial,
� Tau,
� Trace (W) (its second derivative).

Meta-Criterion

These 11 criteria were then merged into a single meta-
criterion with the following steps:

� Each criterion is first singlehandedly ranked, by using
the relative positions of the values sorted from the low-
est to the highest.

� The ensuing merging formula aims at maximizing the
average ranking, as well as favoring unanimity across
all criteria, which is seen as important as a high average
response. Maximum unanimity is defined here as the
highest signal to noise ratio of all criteria. We therefore
end up with the proposed merging formula (Eq. 5),
when using robust estimators:

MetaCriterion = IQM · SNR (Eq: 1)

with

IQM = Interquartile Mean (Criteria) (Eq: 2)

IQR = Interquartile Range (Criteria) (Eq: 3)

SNR =
IQM

IQR
(Eq: 4)

which finally gives:

MetaCriterion =
IQM2

IQR
(Eq: 5)

The best number of clusters n according to the Meta-
criterion is then:

argn maxn�4 [MetaCriterion(n)] (Eq: 6)

In Supplementary Figure S1 we show two examples of the
meta-criterion applied on different data sets:

SUPPLEMENTARY FIG. S1. Two examples of the
meta-criterion (magenta tracks) applied to the 11 criteria
(black, superimposed tracks). The optimal number of clus-
ters is at the peak of the meta-criterion, where the average
of all criteria is high and the dispersion is low. The x axis
is the number of clusters, and the y axis is the normalized cri-
terion values, ranging from 0 to 1.
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Supplementary Table S1. Optimal Criteria Overview

Criterion Meaning

Cross-Validation A modified version of the predictive residual variance.
Cubic Clustering Criterion A function assuming that clusters from a uniform distribution on a

hyperbox are hypercubes.
Davies and Bouldin A function of the sum ratio of within-cluster to between-cluster separation.
Dunn An evaluation of how all clusters are well separated.
Frey and Van Groenewoud A ratio of the mean of between-cluster distances to the mean of within-

cluster distances.
Hartigan A ratio of the Trace of within-cluster distances.
Krzanowski-Lai Index A ratio of the relative difference of the within-cluster dispersion.
Marriott A function proportional to the determinant of within-cluster distances.
Point-Biserial A Point-Biserial correlation calculated between the distance matrix and a

binary cluster index.
Tau The difference between pairs of between- and within-cluster distances.
Trace (W) The Trace of within-cluster distances.


