
Reviewers' comments:  

 

Reviewer #1 (Remarks to the Author):  

 

It has long been a (reasonably held) assumption that a significant part of microbial community 

structure (in terms of nature and prevalence) is regulated by the exchange of extracellular 

metabolites (the ‘exometabolome’). There has however been precious little general evidence for 

that. The attraction of this paper comes from the end statement of the abstract: ”Our results 

demonstrate that metabolite profiling, sequencing and exometabolomics can be successfully 

integrated to functionally link metagenomes and microbial community structure with 

environmental chemistry.” They also comment “To the best of our knowledge, this is the first 

study using isolate exometabolomics to link microbial community structure to soil chemistry.”; it is 

also the first to MY knowledge too.  

It also builds on the (to me anyway) possibly surprising discovery by this group to the effect that 

microbes really are rather more specialised (in terms of growth nutrients) that one might have 

expected, albeit this DOES perhaps more easily account for the enormous richness of the 

microbiomes. (They might care to make more of this.)  

Overall, I liked the paper. It is a bit blow-by-blow, which is slightly inevitable given the voluminous 

data. However, figures such as Fig 2 can help summarise such data, and I’d encourage the authors 

to give thought to whether more data could be moved from the text to Figures.  

Beyond this I do not have anything to say about the methods; they have been well established in 

this lab. I necessarily take the data for what they are. Metabolites were identified via authentic 

standards. Consequently, it might also be worth depositing them at Metabolights.  

Some brief comments:  

Table 1 and elsewhere. I know this is a bore, but linking the metabolite names either to name-

independent representations (SMILES and/or InChI), or to persistent databases (PubChem, ChEBI) 

makes sure that folk know what they are, and also makes them much more computer-readable for 

folk who wish to do further analyses.  

Line 179: Strikingly, of the 71 microbe-metabolite relationships evaluated (Supplementary Figure 

6), 76% had the predicted directionality and would be very unlikely to occur by chance (two-tailed 

p value < 1 x 10^-5; Supplementary Table 4). This seems rather pessimistic. If you had to predict 

76% correctly of the elements of a binary string as being 1 or 0 the odds against this must sure be 

well less than that? May be worth rehearsing.  

Line 259 “Here we find that unlike the boom-bust cycle of Firmicutes, the Actinobacteria phylum 

(such as Blastococcus sp.) may be more resistant to wetting.” I do not think the subjunctive is 

necessary here. Sudden wetting creates a MASSIVE osmotic stress on organisms, and stretch-

activated channels that release interior osmolytes are the best means to stop such bacteria from 

exploding! They underpin the many efflux systems for substances such as glutamate (important in 

commercial fermentations BY ACTIONBACTERIA) and accounts for the otherwise non-obvious 

property of an organism in excreting large amounts of biosynthesised nutrients! See e.g. Morbach 

S, Krämer R: Body shaping under water stress: osmosensing and osmoregulation of solute 

transport in bacteria. ChemBioChem 2002; 3:384-397; Kell DB, Swainston N, Pir P, Oliver SG: 

Membrane transporter engineering in industrial biotechnology and whole-cell biocatalysis. Trends 

Biotechnol 2015; 33:237-246.  

I also agree with the comment: “One such advantage is that biocrust soil in this study is primarily 

quartz sand, facilitating metabolite analysis compared to many other soils which are typically rich 

in clays and other strongly-sorptive mineral surfaces.”  

 

 

 

Reviewer #2 (Remarks to the Author):  

 

The paper by Swenson et al. assays exometabolite production and consumption in a soil crust 

community. The results confirm their previous study that suggested strong niche partitioning 

according to metabolic profiles among soil crust isolates and extends these findings to in situ 



conditions by linking metabolite profiles, isolate characteristics, and metagenomes and -

transcriptomes. Although the system chosen is relatively simple, the findings are impressive and 

important. The methodology (including statistical analysis) appear all sound and the conclusions 

are straightforward and do not overstate the case. I have only relatively minor comments.  

 

Comments to consider:  

My main concern is that the isolates used for comparison are not all that closely related to the 

populations occurring in situ. It is obvious that there is good agreement between the estimated 

dynamics of the microbial groups and the metabolites. As an explanation the authors cite the 

Martiny et al review claiming that “metabolic traits are largely conserved at the phylum level”. 

That might be true for some traits but it is far from generally true and it may especially not be true 

for carbon utilization patterns. There can be great variation in these among very closely related 

populations. I suggest the authors explore the alternative explanation that the clades their isolates 

are part of have cohesive dynamics vs. the other clades considered. To me, this is an important 

point since much has been written recently about functional redundancy in microbial communities 

based largely on consideration of genes that can be easily annotated (often considering only the 

electron accepting half-reaction).  

 

L.109: if they change why is it cycling?  

L.129: Mention already here how distinct organisms are identified; what is the similarity cutoff 

used for taxonomic assignment?  

Are organismal dynamics shown in Fig. 3 real data or conceptual?  

 

 

 

Reviewer #3 (Remarks to the Author):  

 

Review of “Linking soil biology and chemistry using bacterial isolate exometabolite profiles” by 

Swenson et al.  

 

This manuscript is something of a proof-of-concept attempting to link soil microbial community 

composition with exometabolite dynamics. They examined the community composition (via 

metagenomics, using a ribosomal protein marker gene) and exometabolite composition from 

desert biological soil crusts at 4 different stages of development and 5 different time points after 

wetting. Based on cultures from the same crusts, they built a conceptual model of metabolite 

dynamics in the soil crusts by assuming that similar DNA sequences from the soil crusts are from 

organisms with essentially identical metabolisms and then attempted to provide support for this 

model from metatranscriptomic data.  

 

While I’m enthusiastic about the concept of trying to link microbial community composition to 

exometabolites and thereby determine the linkage between the two—long a goal and a necessity 

in microbial ecology—I have significant concerns regarding the approach taken in this paper. My 

main concerns are that the manuscript overestimates the representativeness of their findings; 

they do not demonstrate a biological origin for their metabolites; and, perhaps most significantly, 

they do not convincingly demonstrate that their isolate data can be directly related to their 

environmental data. I explain these concerns in more detail below.  

 

1. Do biological soil crusts represent all soils? The introduction to this manuscript seems to imply 

that soils are soils and that by studying dessicated and rehydrated soil crusts in a laboratory 

environment provides insights into between soil bacterial communities and biogeochemical 

transformations of soil organic carbon. I found the introductory material overly broad and difficult 

to justify as “linking SOM composition and microbial community structure”.  

 

2. The data are a bit hard to interpret due to a lack of proper controls. In a standard activity assay 

(which is essentially what the metabolomics characterization is), a no cell and killed cell control are 



usually included; the first to demonstrate that the metabolites are not breaking down or forming 

spontaneously; the latter to examine the extent that leakage from dead cells or abiological 

transformations of metabolites by organic chemical reactions with dead biological material affects 

the outcomes. In this case, working with environmental samples, there can be no real “no cell” 

control, other than blanks made with the water utilized for rehydration (which they did). However, 

I’m quite concerned that there was no killed control. How do they know that the metabolites are 

biologically derived or being actively produced/consumed? This is particularly critical in this 

manuscript because they are attempting to associate metabolites with specific organisms.  

Furthermore, there appears to be no unwetted control to see if there’s an effect of light/dark 

cycles. Samples were taken from the field and stored in a dark dessication chamber, then rewetted 

and exposed to a light-dark cycle. Light can transform organic matter abiotically through 

photoreactions; such chemical and photo reactions remain unaccounted for in their system.  

 

3. How long were samples “maintained in a dark dessication chamber”? Isn’t this likely to affect 

the metabolites, especially those formed soon after wetting? In particular, aren’t some 

components of the microbial system likely to be more sensitive to dessication than others, and 

more likely to lyse and release metabolites to the system? I realize that desert biological soil 

crusts are more likely to be inherently less sensitive to dessication than other soils; however, it’s 

unclear to me that dessication in a dessication chamber is equivalent to dessication in the field.  

 

4. Using correlations from isolated microbes and then extrapolating them back to the environment 

is pretty iffy. I would assume that most of these metabolites, which I would not expect to be 

highly species specific due to their wide usage in general metabolism, are both produced and 

consumed by many members of the community. Furthermore, how an organism reacts in pure 

culture often is quite distinct from the way it reacts in a complex environment, both because the 

substrates available are quite different (growth media vs. soil organic matter) and because of 

positive and negative interactions within the microbial community. The author’s approach of 

assuming a positive correlation indicates a produced metabolite and a negative correlation 

indicates a consumed metabolite is oversimplified to the point of meaninglessness.  

This issue is further emphasized by the observation that these “relatively abundant” microbes 

represent a sum total of a maximum of ~35%, and a minimum of <5% of the total community 

(Figure S5). While these are relatively abundant, at least 2/3 of the community (and as much as 

95% or greater of the community) is unaccounted for; to then build a model of metabolite transfer 

between these isolates and attempt to use this to explain metabolite patterns in the crusts seems 

a bridge too far to me.  

 

5. How similar are the four isolates to the organisms that are the source of the sequences obtained 

from the crusts? Because they are focusing on exometabolites and the ability to utilize an 

exometabolite is likely to play important roles in fitness, it seems likely that genes and operons 

that play a role in producing/consuming these metabolites might well be transferred horizontally 

rather readily; therefore, marker genes may not be sufficient to relate the taxonomy of an 

organism to it’s physiology. Metagenomics could be used to help link the marker gene to functional 

genes; however, that was not done in this case despite them having the data set to do so. 

Furthermore, exometabolites are the product of physiological adaptations to changing 

environmental conditions. These physiological changes can, and do, happen at multiple levels—

gene content/sequence, gene expression, protein expression, and post-translational modification, 

not to mention many other phenotypic features of cells such as lipid and carbohydrate content and 

composition, cell size, nucleic acid/other cellular component ratios, and many other features. Thus, 

even if two organisms are highly similar based on a marker gene sequence or even whole genome 

sequence, it is entirely possible that they would have entirely different metabolic and physiological 

responses to an environmental change, and that those different responses would wind up 

producing an entirely different exometabolite profile.  

 

Although beyond the scope of this manuscript, some mechanism of distinguishing metabolic 

degradation and production pathways (other than genetic), such as isotopic labelling would have 



made a clearer linkage.  

 

Thus, while they have collected a fascinating data set that may have some implications for 

understanding the linkage between microbial community composition and soil carbon 

transformations, their model is not sufficiently supported by their data. The lack of complete 

controls and the jumps from laboratory-based to environmental data without supporting data to 

justify the links make it difficult to confidently support the proposed linkages.  

 

 

 

Reviewer #4 (Remarks to the Author):  

 

The authors of the manuscript "Linking soil biology and chemistry using bacterial isolate 

exometabolite profiles" propose and interesting approach where experimental data from soil 

metabolite profiling, metagenomics and transcriptomics were integrated to elucidate the 

population and environmental dynamics of biological crusts in soil gradient.  

 

After reviewing their results, the findings are very interesting and novel, in such a way that can 

have a good impact in the scientific community. However, there is some extra analysis could be 

performed and a few details that the authors should clarify before the manuscript could be 

published.  

 

I list here my main concerns:  

 

-The sequencing data for the metagenomics has not been made publicly available. As far as I 

remember, it should be available in a public repository such as the SRA (NCBI) or ENA (EBI) 

repositories. That would let other people reproduce the findings and support open access science.  

 

-The taxonomic analysis was performed using the rplO genes which is a single copy gene marker. 

However, the authors complain about the low resolution of the maker. If they have whole 

metagenome shotgun information, it doesn't make sense to use just one marker. I suggest to use 

a program such as Kraken and repeat the analysis just to confirm that obtained from using rplO 

gene. Definitively, they will increase the resolution and reach species level instead of just family 

level as shown in Table 1. I understand that it was very convenient to use this marker since you 

can compare your results with previous one but there should not be a problem to enrich and 

validate your current finding with a better analysis using the whole metagenome information to 

resolve at species level.  

 

-The authors should make available all the in-house and customized scripts so people can 

reproduce their findings. About the metabolomics analysis, is really a shame that the Metabolite 

Atlas database is not public. I'm not sure if they declare this limitation somewhere else but at least 

is not written in the paper. Again, I'm not sure if this will break the openness policy of the journal.  

 

-Please, include the dataset or results that were used in the "Transcriptomics support the link 

between soil microbes and metabolites" in Results section. It is very annoying to have to fetch 

another paper to check the current results. So, I would really appreciate if not only the results but 

the methods are included for this section in this paper.  

 

Minor concerns:  

 

-The sequencing was performed in the illumina HiSeq 4000 platform. There is a duplication bias 

that has been reported here:  

 

https://sequencing.qcfail.com/articles/illumina-patterned-flow-ce lls-generate-duplicated-

sequences/  



 

I think that this won't affect the analysis since the authors are not reporting the taxonomic 

abundance of all the community but just of certain organisms, but it would be good for them to 

know and consider it in case they want to perform other analysis.  

 

-The Introduction section has no title "Introduction".  

 

 



Reviewer #1 (Remarks to the Author): 
 
We greatly appreciate your valuable comments and suggestions. To address these concerns, we 
have deposited data into the relevant online databases, clarified much of the text and added 
important information (e.g. metabolite representations in Supplementary Table 1A). We believe that 
these suggestions and related modifications have significantly improved the manuscript and further 
highlight the usefulness of our findings for the scientific community. Please see below for our point-
by-point responses. 
 
It has long been a (reasonably held) assumption that a significant part of microbial community 
structure (in terms of nature and prevalence) is regulated by the exchange of extracellular 
metabolites (the ‘exometabolome’). There has however been precious little general evidence for 
that. The attraction of this paper comes from the end statement of the abstract: ”Our results 
demonstrate that metabolite profiling, sequencing and exometabolomics can be successfully 
integrated to functionally link metagenomes and microbial community structure with environmental 
chemistry.” They also comment “To the best of our knowledge, this is the first study using isolate 
exometabolomics to link microbial community structure to soil chemistry.”; it is also the first to MY 
knowledge too. 
It also builds on the (to me anyway) possibly surprising discovery by this group to the effect that 
microbes really are rather more specialised (in terms of growth nutrients) that one might have 
expected, albeit this DOES perhaps more easily account for the enormous richness of the 
microbiomes. (They might care to make more of this.) 
 
Overall, I liked the paper. It is a bit blow-by-blow, which is slightly inevitable given the voluminous 
data. However, figures such as Fig 2 can help summarise such data, and I’d encourage the authors 
to give thought to whether more data could be moved from the text to Figures. 

 
We appreciate the advice and based on this, realized that figure 3 was unclear. We now emphasize 
how this figure displays much of the data that is described in the text and we ensured that other 
described data are included in all figures and tables. For example, it is now emphasized that figure 3 
represents real data (line 205): 
 
“We next combined our correlation data with the isolate exometabolomics data in order to visualize a 
wetting-induced dynamic exometabolomic foodweb that may occur as a result of metabolite release 
by the primary producer (Microcoleus spp.) followed by heterotrophic consumption (in this specific 
case, the two heterotrophs that displayed sequential responses to wetting: Anoxybacillus sp. and 
Bacillus sp.) (Figure 3).” 
 
Beyond this I do not have anything to say about the methods; they have been well established in this 
lab. I necessarily take the data for what they are. Metabolites were identified via authentic standards. 
Consequently, it might also be worth depositing them at Metabolights. 

 
Metabolomics data have now been deposited at Metabolights with identifier information indicated in 
the “Data availability” section under Methods (line 539): 
 
“Data availability 

Sequencing data that support the findings of this study are available at the NCBI Sequence 
Read Archive (accession number PRJNA395099, 
https://www.ncbi.nlm.nih.gov/bioproject/?term=PRJNA395099) and metabolomics data have been 
deposited to the EMBL-EBI MetaboLights database (Haug et al, 2013) with the identifier MTBLS492 
(http://www.ebi.ac.uk/metabolights/MTBLS492).” 

 
Some brief comments: 



Table 1 and elsewhere. I know this is a bore, but linking the metabolite names either to name-
independent representations (SMILES and/or InChI), or to persistent databases (PubChem, ChEBI) 
makes sure that folk know what they are, and also makes them much more computer-readable for 
folk who wish to do further analyses. 

 
This is a great point. Pubchem IDs and InChI keys have been added for each metabolite in 
Supplementary Table 1A. For example: 

 
 

Line 179: Strikingly, of the 71 microbe-metabolite relationships evaluated (Supplementary Figure 6), 
76% had the predicted directionality and would be very unlikely to occur by chance (two-tailed p 
value < 1 x 10^-5; Supplementary Table 4). This seems rather pessimistic. If you had to predict 76% 
correctly of the elements of a binary string as being 1 or 0 the odds against this must sure be well 
less than that? May be worth rehearsing. 

 
This sentence has been rephrased and clarified to read (line 200):  
 
“Strikingly, of the 71 microbe-metabolite relationships evaluated (Supplementary Figure 7), 76% had 
the expected directionality that would be predicted based on isolate exometabolomics data. This 
overall observation of correct directionalities is significantly higher than what would be expected by 
chance.”  

 
Line 259 “Here we find that unlike the boom-bust cycle of Firmicutes, the Actinobacteria phylum 
(such as Blastococcus sp.) may be more resistant to wetting.” I do not think the subjunctive is 
necessary here. Sudden wetting creates a MASSIVE osmotic stress on organisms, and stretch-
activated channels that release interior osmolytes are the best means to stop such bacteria from 
exploding! They underpin the many efflux systems for substances such as glutamate (important in 
commercial fermentations BY ACTIONBACTERIA) and accounts for the otherwise non-obvious 
property of an organism in excreting large amounts of biosynthesised nutrients! See e.g. Morbach S, 
Krämer R: Body shaping under water stress: osmosensing and osmoregulation of solute transport in 
bacteria. ChemBioChem 2002; 3:384-397; Kell DB, Swainston N, Pir P, Oliver SG: Membrane 



transporter engineering in industrial biotechnology and whole-cell biocatalysis. Trends Biotechnol 
2015; 33:237-246.  

 
We appreciate the insight and references. This section was initially unclear and was therefore 
rephrased to read (line 284):  
 
“During biocrust wetting, we found that unlike the boom-bust cycle of Firmicutes, the Actinobacteria 
phylum (such as Blastococcus sp.) appeared more resistant to wetting duration.” 

 
We also included the Morbach and Kell references in the discussion as suggested (line 297):  
 
“Some likely biological mechanisms involved in the active metabolite “pulse” include osmotic stress 
induced release of solutes (e.g. proline, betaine and disaccharides) to maintain cell integrity41,42 as 
well as photosynthate release from the primary producer.” 
 
I also agree with the comment: “One such advantage is that biocrust soil in this study is primarily 
quartz sand, facilitating metabolite analysis compared to many other soils which are typically rich in 
clays and other strongly-sorptive mineral surfaces.”  
 
 
Reviewer #2 (Remarks to the Author): 
 
We greatly appreciate your valuable comments and suggestions. To address these concerns, we 
have performed additional analyses to support our isolate-to-native microbial community 
comparisons including average nucleotide identity and average amino acid identity calculations. 
Furthermore, we have made several changes throughout the manuscript text emphasizing that these 
isolates may belong to clades with cohesive dynamics and clarifying our methods, results and 
discussion. We believe that these suggestions and related modifications have significantly improved 
the manuscript and further highlight the usefulness of our findings for the scientific community. 
Please see below for our point-by-point responses. 
 
The paper by Swenson et al. assays exometabolite production and consumption in a soil crust 
community. The results confirm their previous study that suggested strong niche partitioning 
according to metabolic profiles among soil crust isolates and extends these findings to in situ 
conditions by linking metabolite profiles, isolate characteristics, and metagenomes and -
transcriptomes. Although the system chosen is relatively simple, the findings are impressive and 
important. The methodology (including statistical analysis) appear all sound and the conclusions are 
straightforward and do not overstate the case. I have only relatively minor comments. 
 
Comments to consider: 
My main concern is that the isolates used for comparison are not all that closely related to the 
populations occurring in situ. It is obvious that there is good agreement between the estimated 
dynamics of the microbial groups and the metabolites. As an explanation the authors cite the Martiny 
et al review claiming that “metabolic traits are largely conserved at the phylum level”. That might be 
true for some traits but it is far from generally true and it may especially not be true for carbon 
utilization patterns. There can be great variation in these among very closely related populations. I 
suggest the authors explore the alternative explanation that the clades their isolates are part of have 
cohesive dynamics vs. the other clades considered. To me, this is an important point since much 
has been written recently about functional redundancy in microbial communities based largely on 
consideration of genes that can be easily annotated (often considering only the electron 
accepting half-reaction). 
 



The reviewer brings up two excellent points, first, the relatedness between the isolates and the in 
situ populations and second, the alternative hypothesis that cohesiveness may underlie the 
observed dynamics.  
 
To address the first point, we performed additional analysis to investigate the relatedness between 
our isolates and the in situ taxa using ANI and AAI calculations (Discussion, line 313):    
 
“Next, we explored the connection between the observed microbe-metabolite relationships in 
biocrust and culture-based exometabolite profiles. Comparison of the two datasets was facilitated by 
the fact that the isolates were obtained from the same field site. Therefore, we used the phylogenetic 
marker, rplO (which had the most coverage in our dataset) to relate exometabolite-profiled isolates 
to native biocrust bacteria. Isolates and their closest matching environmental relatives ranged 
between 86-92% identical in their rplO sequence and 73-94% for ANI and 52-86% for AAI (Table 1). 
While there is a general lack of consensus of valid isolate-to-native population comparisons, our 
values indicate matching at approximately the genus or species level28. Much of the difficulty in 
these comparisons is due to genomic heterogeneity within environmental samples45. However, 
despite these complexities with determining exact phylogenetic distances, we observed functional 
similarity between the isolate and environmental exometabolomics datasets consistent with the view 
that many metabolic traits are conserved at the genus level46.  
 
The reviewer raises an interesting idea about the possible role of cohesiveness.  We revised the 
manuscript to bring greater attention to these ideas and mention the possibility of cohesiveness in 
the discussion (line 328): 
 
“An exciting alternative explanation for our observations is that the clades that these isolates are 
members of exhibit the same cohesive dynamics as the closest-matching bacteria in the biocrust47.” 
 
Ref 47: Herren, C.M. and McMahon, K.D. Cohesion: a method for quantifying the connectivity of 
microbial communities. The ISME Journal, 1-13, 2017. 
 
 
L.109: if they change why is it cycling? 
 
This is an excellent point. The term “cycling” has been removed and sentences rephrased 
appropriately (line 112): 
 
“All 85 metabolites identified in the active biocrust samples changed at least two-fold (between 
minimum and maximum peak areas) across both wetting and successional stages (Figure 2).” 
 
L.129: Mention already here how distinct organisms are identified; what is the similarity cutoff used 
for taxonomic assignment? 
 
 We now include a more thorough description of how biocrust community structure (and distinct 
organisms) were analyzed (line 131): 
 
“Biocrust microbial community structure was inferred by shotgun metagenomics using a genome-
centric pipeline22. In several recent reports23-26, ribosomal protein genes were used as phylogenetic 
markers from shotgun sequencing data (rather than the more classical 16S ribosomal RNA gene) 
because they exist as single copies in almost all genomes, assemble well from metagenome 
datasets (typically better than 16S), are well-conserved and have produced higher resolution 
phylogenetic trees25. We identified a set of 17 previously-benchmarked single copy universal 
ribosomal protein genes27 in our biocrust dataset and for community analysis, we selected rplO 



(ribosomal protein L15) which had the most extensive community coverage based on the total 
number of assembled genes across our dataset (Supplementary Table 3).”  
 
Are organismal dynamics shown in Fig. 3 real data or conceptual? 

 
Thank you for pointing out that this is unclear. These dynamics are based on real data and is now 
indicated in the revised figure legend: 
 
Figure 3. Simplified biocrust foodweb for three dominant biocrust bacteria based on 
combining isolate exometabolomics data with in situ microbe-metabolite relationships. This 
network displays the relationships between metabolites and three dominant bacteria as they 
increase and decrease in relative abundance across wetting and successional stages in biocrust. 
The lower line plot corresponds to real relative abundance measurements for the three bacteria in 
level C successional stage biocrust. As Microcoleus spp. increases in relative abundance 
immediately after wetting, many released metabolites (based on isolate exometabolomics, indicated 
by red arrows) are positively correlated with Microcoleus spp. in biocrust (solid red arrows) and as 
the two Bacilli increase in relative abundance (first Anoxybacillus sp. then Bacillus sp.), most 
consumed metabolites (indicated by blue arrows) decrease and are negatively correlated with these 
bacteria in biocrust (solid blue arrows) and most released metabolites are positively correlated (solid 
red arrows). Dotted arrows indicate metabolites that are released (red) or consumed (blue) that did 
not display the expected relationship with that microorganism in situ. The thickness of the line 
corresponds to the absolute value of the Spearman’s rho correlation coefficient.  
* FDR < 0.05 for individual microbe-metabolite correlations. The expected directionality (solid lines 
versus dotted lines) was significant as determined by the exact binomial test (p < 1 x 10-5). 

 
 
Reviewer #3 (Remarks to the Author): 
 
We greatly appreciate your valuable comments and suggestions. To address these concerns, we 
have conducted additional supporting experiments showing that are our findings are biologically-
driven (rather than due to abiotic processes). We also performed additional analyses to support our 
isolate-to-native microbial community comparisons including average nucleotide identity and 
average amino acid identity calculations. In response to your comments we have made several 
changes throughout the manuscript text highlighting the specificity of these findings to the biocrust 
ecosystem and clarifying our methods, results and discussion. We believe that together these 
suggestions and related modifications have significantly improved the manuscript and further 
highlight the usefulness of our findings for the scientific community. Please see below for our point-
by-point responses. 

 
Review of “Linking soil biology and chemistry using bacterial isolate exometabolite profiles” 

by Swenson et al. 
 
This manuscript is something of a proof-of-concept attempting to link soil microbial community 
composition with exometabolite dynamics. They examined the community composition (via 
metagenomics, using a ribosomal protein marker gene) and exometabolite composition from desert 
biological soil crusts at 4 different stages of development and 5 different time points after wetting. 
Based on cultures from the same crusts, they built a conceptual model of metabolite dynamics in the 
soil crusts by assuming that similar DNA sequences from the soil crusts are from organisms with 
essentially identical metabolisms and then attempted to provide support for this model from 
metatranscriptomic data. 
 
 
While I’m enthusiastic about the concept of trying to link microbial community composition to 



exometabolites and thereby determine the linkage between the two—long a goal and a necessity in 
microbial ecology—I have significant concerns regarding the approach taken in this paper. My main 
concerns are that the manuscript overestimates the representativeness of their findings; they do not 
demonstrate a biological origin for their metabolites; and, perhaps most significantly, they do not 
convincingly demonstrate that their isolate data can be directly related to their environmental data. I 
explain these concerns in more detail below. 
 
Thank you for these very helpful comments. These concerns have been addressed to the best of our 
ability by conducting further experiments and analyses as indicated below. 
 
1. Do biological soil crusts represent all soils? The introduction to this manuscript seems to imply 
that soils are soils and that by studying dessicated and rehydrated soil crusts in a laboratory 
environment provides insights into between soil bacterial communities and biogeochemical 
transformations of soil organic carbon. I found the introductory material overly broad and difficult to 
justify as “linking SOM composition and microbial community structure”. 

 
We have revised the text to clarify that these are not representative of all soils. We have added 
“biological soil crust” to emphasize this point and the title now reads:  
 
“Linking soil biology and chemistry in biological soil crust using isolate exometabolomics”.  
 
The introduction has also been modified to emphasize that this is specific to biocrust and that this 
system was selected because it is a relatively ‘simple’ soil system and for its tractability and unique 
ability to undergo lab-based microbial and metabolic dynamics. For example (line 83):  
 
“Here we exploited the dynamic and tractable characteristics of biocrust to explore the relationships 
between soil microbes and metabolites (for this particular ecosystem) and then determined the 
extent to which isolate exometabolite patterns are conserved in situ (within the intact biocrust soil 
community).” 
 
2. The data are a bit hard to interpret due to a lack of proper controls. In a standard activity assay 
(which is essentially what the metabolomics characterization is), a no cell and killed cell control are 
usually included; the first to demonstrate that the metabolites are not breaking down or forming 
spontaneously; the latter to examine the extent that leakage from dead cells or abiological 
transformations of metabolites by organic chemical reactions with dead biological material affects 
the outcomes. In this case, working with environmental samples, there can be no real “no cell” 
control, other than blanks made with the water utilized for rehydration (which they did). However, I’m 
quite concerned that there was no killed control. How do they know that the metabolites are 
biologically derived or being actively produced/consumed? This is particularly critical in this 
manuscript because they are attempting to associate metabolites with specific organisms.  
Furthermore, there appears to be no unwetted control to see if there’s an effect of light/dark cycles. 
Samples were taken from the field and stored in a dark dessication chamber, then rewetted and 
exposed to a light-dark cycle. Light can transform organic matter abiotically through photoreactions; 
such chemical and photo reactions remain unaccounted for in their system. 
 
To address this important point, we performed additional experimentation including both no-cell and 
killed controls. The no-cell control (water, no soil) was included which shows that the metabolites 
analyzed were not produced by abiotic mechanisms (such as leaching from containers). The killed 
control is described in the methods, results, Supplementary Table 1B, Supplementary Table 2 and 
Supplementary Figure 3: 
 
Methods (line 440): 
 



“An extraction control (three replicates of water, no soil) was included and sampled at 49.5 h to 
evaluate background contamination. To control for abiotic metabolite processes (such as sorption, 
photodegradation, etc), a separate experiment was performed where soil water was sampled along 
the same timepoints (5 sampling timepoints in triplicate) from killed (autoclaved four times) biocrust 
from a late successional stage.” 
 
Methods (line 485): 
 
“Significance between temporal patterns from active biocrust and killed control samples was 
analyzed using the anovan and multcompare functions in Matlab R2016A with an alpha of 0.05 
corresponding to 95% confidence level and Tukey's honestly significant difference test where time is 
considered a continuous variable and succession is considered a categorical variable 
(Supplementary Table 2).” 
 
Results (line 126):  
 
“These dynamics, especially metabolite consumption, were largely of biological origin as 
demonstrated by the killed controls where the temporal patterns for most (53 out of 72) metabolites 
were significantly different (p < 0.05) than the active biocrust samples (Supplementary Tables 1B 
and 2; Supplementary Figure 3).” 
 
Supplementary Figure 3: 
 



 
Supplementary Figure 3. Metabolite dynamics observed in biocrust soil water from active 
samples (early to late successional stages) compared to killed control samples. The heatmap 
displays changes in metabolite peak area (log2 fold change) relative to the first sampling timepoint 
(3 min) within each successional stage and within the killed control dataset for the 72 metabolites 
detected across all five datasets. Putative metabolites are indicated by parentheses. n = 2-5 for each 
treatment. *p < 0.05 for metabolites that are significantly different in temporal patterns between the 
killed control and at least one successional stage of active biocrust (Supplementary Table 2). 
 
  
3. How long were samples “maintained in a dark dessication chamber”? Isn’t this likely to affect the 
metabolites, especially those formed soon after wetting? In particular, aren’t some components of 
the microbial system likely to be more sensitive to dessication than others, and more likely to lyse 
and release metabolites to the system? I realize that desert biological soil crusts are more likely to 
be inherently less sensitive to dessication than other soils; however, it’s unclear to me that 
dessication in a dessication chamber is equivalent to dessication in the field. 
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killed control

  xanthine*
  valine
  urocanate
  uridine*
  urate
  uracil*
  tyrosine
  tryptophan
  thymine*
  thymidine*
  threonine*
  taurine*
  succinate*
  stearate*
  stachyose*
  serine
  salicylate
  pyroglutamate*
  pyridoxine*
  proline*
  phenylalanine
  palmitoleate*
  palmitate*
  oleate*
  nicotinate*
  nicotinamide
  N-acetyl-glutamate*
  myristate*
  monosaccharide*
  methionine
  lysine*
  leucine
  laurate
  isoleucine
  inosine*
  hypoxanthine*
  guanosine*
  guanine*
  glutamine*
  glutamate*
  ergothioneine*
  disaccharide*
  decanoate
  cytosine*
  cytidine*
  creatinine*
  citrulline*
  carnitine*
  biotin*
  betaine
  aspartate
  asparagine*
  arginine*
  alanine*
  adenosine*
  adenine*
  7-methyladenine*
  4-hydroxy-proline*
  4-guanidinobutanoate*
  2'-deoxyuridine
  2'-deoxyguanosine*
  2-oxoglutarate
  2-aminobutanoate*
  (queuine)*
  (N6-acetyl-lysine)*
  (lipoate)*
  (alanyl-leucine)
  (4-oxoproline)*
  (3-methyladenine)*
  (3-hydroxypyridine)*
  (2,5-diaminohexanoate)*
  (2,3-dihydroxy-3-methylbutanoate)*



Thank you for pointing out that this was unclear. Dry samples were collected in the field and 
maintained in this desiccated state for 11 months prior to this study—an approach that we and other 
labs have used in many other studies. Importantly, we do not dry these samples in the lab for the 
reason the reviewer states. This is now described more clearly in the methods (line 423):  
 
“Dry samples collected in the field were maintained in a dark desiccation chamber in the laboratory 
for approximately 11 months until lab-based experiments were performed consistent with previous 
reports [Strauss et al, 2011]. Biocrusts are adapted to prolonged desiccation though it is important to 
note that the duration of desiccation likely affects metabolites composition and biological responses.”  
 
4. Using correlations from isolated microbes and then extrapolating them back to the environment is 
pretty iffy. I would assume that most of these metabolites, which I would not expect to be highly 
species specific due to their wide usage in general metabolism, are both produced and consumed 
by many members of the community. Furthermore, how an organism reacts in pure culture often is 
quite distinct from the way it reacts in a complex environment, both because the substrates available 
are quite different (growth media vs. soil organic matter) and because of positive and negative 
interactions within the microbial community. The author’s approach of assuming a positive 
correlation indicates a produced metabolite and a negative correlation indicates a consumed 
metabolite is oversimplified to the point of meaninglessness.  
This issue is further emphasized by the observation that these “relatively abundant” microbes 
represent a sum total of a maximum of ~35%, and a minimum of <5% of the total community (Figure 
S5). While these are relatively abundant, at least 2/3 of the community (and as much as 95% or 
greater of the community) is unaccounted for; to then build a model of metabolite transfer between 
these isolates and attempt to use this to explain metabolite patterns in the crusts seems a bridge too 
far to me. 
  
The reviewer brings up three excellent points regarding 1) metabolite specificity to an organism; 2) 
bacterial functions in pure culture versus the environment and 3) modeling based on 4 bacteria.  
 
1) Metabolite specificity to an organism: We agree that these metabolites are likely to be consumed 
by many organisms, though we expect the most abundant organisms will dominate metabolic 
dynamics and have included additional discussion accordingly. We now include this (line 346): 
 
“We next used the biocrust microbe-metabolite relationships to display a simplified dynamic 
exometabolomics web describing the wetting response of three dominant bacteria in biocrust (Figure 
3). While this network portrays the dynamic substrate preferences of three specific native biocrust 
bacteria, one can imagine that there are many functionally-similar microorganisms that could fall into 
the categories of ‘early responders’, ‘mid-responders’ and ‘late-responders’ for a wetting event.” 
 
2) Bacterial functions in pure culture vs. the environment: Regarding the reviewer’s second point, 
organisms in culture may indeed behave differently than in the environment. However, to 
recapitulate environmental dynamics as much as possible, our isolate-based study used a biocrust-
relevant media to examine exometabolite profiles of biocrust isolates. One such medium contained 
M. vaginatus extracts based on the assumption that this organism is the primary producer in 
biocrust. Despite these inherent drawbacks in comparing the two environments (lab vs. in situ), we 
were excited to discover that there was some agreement between the datasets. The relatedness of 
the cultures to environment is now mentioned in the introduction (line 92): 
 
“While the comparison of a microbe in isolation and in an environmental system is challenging, 
isolate exometabolomics were performed with media supplemented with lysed cell metabolite 
extracts to simulate the biocrust environment20”. 

 



3) Modeling based on 4 bacteria: We agree that modeling based on a few microbes would be 
problematic and apologize that the manuscript was not clear on this point. Figure 3 presents 
correlations (data) between microbes and metabolites and is not a model. We agree that for some 
samples, these 4 bacteria don’t make up a large fraction of the community, and now address the 
possibility that these dynamics may reflect the collective behavior of functionally-similar organisms 
(as shown in the first point above). Figure 3 is now clarified in the manuscript (line 205): 
 
“We next combined our correlation data with the isolate exometabolomics data in order to visualize a 
wetting-induced dynamic exometabolomic foodweb that may occur as a result of metabolite release 
by the primary producer (Microcoleus spp.) followed by heterotrophic consumption (in this specific 
case, the two heterotrophs that displayed sequential responses to wetting: Anoxybacillus sp. and 
Bacillus sp.) (Figure 3).” 

 
5. How similar are the four isolates to the organisms that are the source of the sequences obtained 
from the crusts? Because they are focusing on exometabolites and the ability to utilize an 
exometabolite is likely to play important roles in fitness, it seems likely that genes and operons that 
play a role in producing/consuming these metabolites might well be transferred horizontally rather 
readily; therefore, marker genes may not be sufficient to relate the taxonomy of an organism to it’s 
physiology. Metagenomics could be used to help link the marker gene to functional genes; however, 
that was not done in this case despite them having the data set to do so. Furthermore, 
exometabolites are the product of physiological adaptations to changing environmental conditions. 
These physiological changes can, and do, happen at multiple levels—gene content/sequence, gene 
expression, protein expression, and post-translational modification, not to mention many other 
phenotypic features of cells such as lipid and carbohydrate content and composition, cell size, 
nucleic acid/other cellular component ratios, and many other features. Thus, even if two organisms 
are highly similar based on a marker gene sequence or even whole genome sequence, it is entirely 
possible that they would have entirely different metabolic and physiological responses to an 
environmental change, and that those different responses would wind up producing an entirely 
different exometabolite profile.  

 
Since the metabolites analyzed here are so general, functional genes unfortunately did not provide 
much information in this case. Therefore, we calculated the average nucleotide identity and average 
amino acid identity between isolates and their related environmental organisms to show that these 
are the closest environmental relatives. These explanations in the discussion can be found in the 
paragraph starting at line 313: 
 
“Next, we explored the connection between the observed microbe-metabolite relationships in 
biocrust and culture-based exometabolite profiles. Comparison of the two datasets was facilitated by 
the fact that the isolates were obtained from the same field site. Therefore, we used the phylogenetic 
marker, rplO (which had the most coverage in our dataset) to relate exometabolite-profiled isolates 
to native biocrust bacteria. Isolates and their closest matching environmental relatives ranged 
between 86-92% identical in their rplO sequence and 73-94% for ANI and 52-86% for AAI (Table 1). 
While there is a general lack of consensus of valid isolate-to-native population comparisons, our 
values indicate matching at approximately the genus or species level28. Much of the difficulty in 
these comparisons is due to genomic heterogeneity within environmental samples45. However, 
despite these complexities with determining exact phylogenetic distances, we observed functional 
similarity between the isolate and environmental exometabolomics datasets consistent with the view 
that many metabolic traits are conserved at the genus level46. An exciting alternative explanation for 
our observations is that the clades that these isolates are members of exhibit the same cohesive 
dynamics as the closest-matching bacteria in the biocrust47.”  
 
Although beyond the scope of this manuscript, some mechanism of distinguishing metabolic 
degradation and production pathways (other than genetic), such as isotopic labelling would have 



made a clearer linkage.  
  
We agree- that is a great future experimental plan! 
 
Thus, while they have collected a fascinating data set that may have some implications for 
understanding the linkage between microbial community composition and soil carbon 
transformations, their model is not sufficiently supported by their data. The lack of complete controls 
and the jumps from laboratory-based to environmental data without supporting data to justify the 
links make it difficult to confidently support the proposed linkages. 

 
We appreciate all of the reviewer’s valuable comments and suggestions and based on these, we 
believe that we have now provided adequate controls and isolate-to-environmental genome 
comparative analyses (and discussion points) to provide some much-needed links between 
phylogeny and function. We also hope data and approaches such as ours can be used as 
constraints in future carbon cycling modeling. 
 
 
Reviewer #4 (Remarks to the Author): 
 
We greatly appreciate your valuable comments and suggestions. To address these concerns, we 
have deposited data and code into the relevant online databases, more clearly explained our 
selection of rplo as a phylogenetic marker, performed additional analyses to support our isolate-to-
native microbial community comparisons including average nucleotide identity and average amino 
acid identity calculations and clarified much of the text and added important information (e.g. 
relevant Microcoleus gene expression data). We believe that these suggestions and related 
modifications have significantly improved the manuscript and further highlight the usefulness of our 
findings for the scientific community. Please see below for our point-by-point responses. 
 

The authors of the manuscript "Linking soil biology and chemistry using bacterial isolate 
exometabolite profiles" propose and interesting approach where experimental data from soil 
metabolite profiling, metagenomics and transcriptomics were integrated to elucidate the population 
and environmental dynamics of biological crusts in soil gradient. 
 
After reviewing their results, the findings are very interesting and novel, in such a way that can have 
a good impact in the scientific community. However, there is some extra analysis could be 
performed and a few details that the authors should clarify before the manuscript could be 
published. 
 
We thank the referee for their effort in reviewing this and their enthusiasm for this study.  
 
I list here my main concerns: 
 
-The sequencing data for the metagenomics has not been made publicly available. As far as I 
remember, it should be available in a public repository such as the SRA (NCBI) or ENA (EBI) 
repositories. That would let other people reproduce the findings and support open access science. 

 
These data are now publicly available in NCBI SRA as indicated in the “data availability” section of 
the manuscript (line 539):  
 
“Sequencing data that support the findings of this study are available at the NCBI Sequence Read 
Archive (accession number PRJNA395099, 
https://www.ncbi.nlm.nih.gov/bioproject/?term=PRJNA395099) and metabolomics data have been 
deposited to the EMBL-EBI MetaboLights database71 with the identifier MTBLS492 



(http://www.ebi.ac.uk/metabolights/MTBLS492).” 
 
-The taxonomic analysis was performed using the rplO genes which is a single copy gene marker. 
However, the authors complain about the low resolution of the maker. If they have whole 
metagenome shotgun information, it doesn't make sense to use just one marker. I suggest to use a 
program such as Kraken and repeat the analysis just to confirm that obtained from using rplO gene. 
Definitively, they will increase the resolution and reach species level instead of just family level as 
shown in Table 1. I understand that it was very convenient to use this marker since you can 
compare your results with previous one but there should not be a problem to enrich and validate 
your current finding with a better analysis using the whole metagenome information to resolve at 
species level. 
 
Thank you for the advice. After further analysis of other phylogenetic markers, we found that they did 
not have as adequate coverage as the rplO gene (Supplementary Table 3). This is now described in 
the results (line 132): 
 
“In several recent reports23-26, ribosomal protein genes were used as phylogenetic markers from 
shotgun sequencing data (rather than the more classical 16S ribosomal RNA gene) because they 
exist as single copies in almost all genomes, assemble well from metagenome datasets (typically 
better than 16S), are well-conserved and have produced higher resolution phylogenetic trees25. We 
identified a set of 17 previously-benchmarked single copy universal ribosomal protein genes27 in our 
biocrust dataset and for community analysis, we selected rplO (ribosomal protein L15) which had the 
most extensive community coverage based on the total number of assembled genes across our 
dataset (Supplementary Table 3).”  
 
Supplementary Table 3: 

 

 
 
As additional support for our rplO-based results, we performed additional analysis to investigate the 
relatedness between our isolates and the in situ taxa using ANI and AAI calculations (Line 313):    

 
“Next, we explored the connection between the observed microbe-metabolite relationships in 
biocrust and culture-based exometabolite profiles. Comparison of the two datasets was facilitated by 
the fact that the isolates were obtained from the same field site. Therefore, we used the phylogenetic 
marker, rplO (which had the most coverage in our dataset) to relate exometabolite-profiled isolates 



to native biocrust bacteria. Isolates and their closest matching environmental relatives ranged 
between 86-92% identical in their rplO sequence and 73-94% for ANI and 52-86% for AAI (Table 1). 
While there is a general lack of consensus of valid isolate-to-native population comparisons, our 
values indicate matching at approximately the genus or species level28. Much of the difficulty in 
these comparisons is due to genomic heterogeneity within environmental samples45. However, 
despite these complexities with determining exact phylogenetic distances, we observed functional 
similarity between the isolate and environmental exometabolomics datasets consistent with the view 
that many metabolic traits are conserved at the genus level46. An exciting alternative explanation for 
our observations is that the clades that these isolates are members of exhibit the same cohesive 
dynamics as the closest-matching bacteria in the biocrust47.”  
  
-The authors should make available all the in-house and customized scripts so people can 
reproduce their findings. About the metabolomics analysis, is really a shame that the Metabolite 
Atlas database is not public. I'm not sure if they declare this limitation somewhere else but at least is 
not written in the paper. Again, I'm not sure if this will break the openness policy of the journal. 
 
Scripts used to analyze metabolomics data (Metabolite Atlas) are public and the link is now provided 
under “Code Availability” in the methods section (line 547): 
 
“Metabolite atlas can be accessed at https://github.com/biorack/metatlas.”  
 
-Please, include the dataset or results that were used in the "Transcriptomics support the link 
between soil microbes and metabolites" in Results section. It is very annoying to have to fetch 
another paper to check the current results. So, I would really appreciate if not only the results but the 
methods are included for this section in this paper. 
 
We apologize for the inconvenience. All relevant information is included in the methods and 
Supplementary Table 7. 
 
Methods, Line 531: 
 
Microcoleus gene expression analysis 
 Microcoleus genes from Supplementary Table S6 from Rajeev et al (2013) were categorized 
into KEGG pathways (for genes containing KEGG ID numbers), which are summarized in 
Supplementary Table 6. Analyses focused on pathways that are primarily anabolic or catabolic for 
metabolites that were released by Microcoleus PCC 9802. The average fold-change (relative to dry 
biocrusts) and standard errors were calculated for all genes belonging to pathways of interest.  
 
Example of Supp. Table 7: 



 

 
Minor concerns: 
 
-The sequencing was performed in the illumina HiSeq 4000 platform. There is a duplication bias that 
has been reported here: 
 
https://sequencing.qcfail.com/articles/illumina-patterned-flow-cells-generate-duplicated-sequences/ 
 
I think that this won't affect the analysis since the authors are not reporting the taxonomic 
abundance of all the community but just of certain organisms, but it would be good for them to know 
and consider it in case they want to perform other analysis. 

 
We appreciate the information and agree that this shouldn’t affect the analysis. Thanks! 

 
-The Introduction section has no title "Introduction". 

 
This has been added. 



Reviewer #2 (Remarks to the Author):  

 

I thank the reviewers for addressing my comments. I fully realize how hard linking the activity 

with identity in experimental environmental work and I think the authors have done a satisfactory 

job.  

 

One remaining comment is that it would be very odd if the AAI values were consistently lower than 

the ANI values. Please redo your calculations.  

 

 

 

Reviewer #3 (Remarks to the Author):  

 

In general, the authors have done a commendable job addressing some rather complex critiques I 

and the other reviewers provided on the original manuscript. Most of my concerns have been 

addressed in this revised version, and I am particularly impressed with the inclusion of the killed 

controls and the acknowledgement of that important component of the experiment in the text.  

 

However, I have several concerns remaining:  

 

1. While they do include information on the killed control, they note that for 53 of 72 metabolites, 

they differ significantly (with a p < 0.05) from the live samples. It is not clear to me what the 

situation is with the remaining 19 metabolites--were these then excluded from subsequent 

analysis? If not, how do they know whether the changes observed are from biological or 

abiological activity?  

Also, in line 112 they state that there are 85 identified metabolites; however, in line 128 they 

discuss "53 out of 72" metabolites--I'm not clear about this. Were there fewer metabolites in the 

killed controls? Of the metabolites in the killed controls, did they overlap 100% with those from 

the live samples? This information is available in the supplementary information, but should be 

included in the text.  

 

2. It's still not clear to me why they use a single gene only for their phylogenetic analysis. They 

have binned genome sequences; they should be able to utilize multiple genes and see how 

congruent the phylogenies are. Using a single gene to show the level of similarity between their 

isolates and the sequences from the metagenome seems problematic to me--even if ANI data are 

included.  

 

3. While they have done a good job in the discussion placing caveats around their interpretation of 

the exometabolites coming from or being consumed by their specific isolates, their results and 

Figure 3 are not nearly so careful in terms of language or clarification regarding their confidence 

that these isolates are truly representative of their nearest neighbours in the crusts. I still think 

that they need to tone down the language a bit, and to clarify that figure 3 is a conceptual model 

and that those organisms labeled on the figure may be representative of metabolic groups.  

 

Overall, my impression is that the manuscript is greatly improved but that it still suffers from a bit 

of overinterpretation of some data and incomplete analysis of other data.  

 

 

 

 

Reviewer #4 (Remarks to the Author):  

 

Here are my comments to the reply of the authors:  

 

'These data are now publicly available in NCBI SRA as indicated in the “data availability” section of 



the manuscript (line 539):  

“Sequencing data that support the findings of this study are available at the NCBI Sequence Read 

Archive (accession number PRJNA395099, 

https://www.ncbi.nlm.nih.gov/bioproject/?term=PRJNA395099) and metabolomics data have been 

deposited to the EMBL-EBI MetaboLights database71 with the identifier MTBLS492  

(http://www.ebi.ac.uk/metabolights/MTBLS492).”'  

 

The data is now at the NCBI. Just check one of the biosamples which seems to be repeated and 

has no SRA data linked to it.  

https://www.ncbi.nlm.nih.gov/biosample/7370990  

 

'As additional support for our rplO-based results, we performed additional analysis to investigate 

the  

relatedness between our isolates and the in situ taxa using ANI and AAI calculations (Line 313):'  

 

I do not agree with this analysis. The authors used the ANI (average nucleotide identity) and AAI 

(average aminoacid identity) but their results don't make sense:  

 

'Isolates and their closest matching environmental relatives ranged between 86-92% identical in 

their rplO sequence and 73-94% for ANI and 52-86% for AAI (Table 1). While there is a general 

lack of consensus of valid isolate-to-native population comparisons, our values indicate matching 

at approximately the genus or species level'  

 

In the case of ANI, it make more sense to use it as a genus or species identification parameter 

only when you have long DNA fragments like contigs. I don't understand how you get a higher ANI 

value than the AAI, it should be the other way around.  

 

Also, the authors are missing the point. If they really want to obtain more information about the 

taxonomy, they should use all the information contained in the shotgun reads. As I suggested, 

they can use a k-mer spectra based analysis such as CLARK or Kraken that are really easy to use 

and can be run in less than an hour. Alternatively, if they want to use single copy markers, they 

can use ANPHORA2 or MOCAT or MetaPhlAn. These programs use several single copy gene 

markers.  

 

I don't see the point on doing an analysis with just one marker when you have much more 

information...  

 

'Scripts used to analyze metabolomics data (Metabolite Atlas) are public and the link is now 

provided under “Code Availability” in the methods section (line 547): “Metabolite atlas can be 

accessed at https://github.com/biorack/metatlas.”'  

 

Several of the links (Installation, Examples and Information) inside the project web page are 

broken. Also, they completely neglected my comment about the restricted access to Metabolite 

Atlas. Even if now the software to analyze the LCMS data, there is no access to the database.  

 

My impression is that this is a software that will work at the National Energy Research Scientific 

Computing Center (NERSC) but not somewhere else...  



Reviewers' comments: 
 
 
Reviewer #2 (Remarks to the Author): 
 

We appreciate the reviewer’s feedback on our manuscript revisions. In response to their 
concern, we updated the text to focus on ANI and clarify that this value is based on whole 
genome comparisons while AAI is based on gene comparison (which is supported by an 
included reference). Please see below for more details. 
 
I thank the reviewers for addressing my comments. I fully realize how hard linking the activity 
with identity in experimental environmental work and I think the authors have done a satisfactory 
job. 
 
One remaining comment is that it would be very odd if the AAI values were consistently lower 
than the ANI values. Please redo your calculations. 
 
 We thank the reviewer for pointing this out, which is something we needed to clarify in 
the manuscript. Here, ANI was calculated based as "whole genome" average nucleotide identity 
and AAI as "gene" average amino acid identity (for coding loci). In a reference provided within 
the text (Rodriguez-R and Konstantinidis, 2014) they show that within the context of cultivation-
free identification of bacterial species (within/between species/genus) AAI is in most cases is 
smaller than ANI (refer to Figure 3 within the reference which shows the comparison of AAI and 
ANI for complete bacterial genomes stratified by taxonomic names (species, genus, and 
division)). Since ANI is more widely used and to avoid confusion, these values were kept in the 
main text (Table 1) and AAI was moved to a supplementary table (5). 
 
These few additional details are now included in the text (line 168): 
 

“Further comparative analyses were conducted to calculate genome average nucleotide 
identity (ANI) between isolate genomes and their related metagenome-assembled genomes 
(MAGs) to which the rplO gene was co-binned, which validated that each isolate and their 
closest matching environmental relative were of the same genus or species following the 
conventions described in a previous report28 (Table 1). Additional validation was obtained by 
comparing gene average amino acid identity (AAI) (Supplementary Table 5) and other 
ribosomal protein genes from within each MAG to the corresponding isolate (Supplementary 
Table 6).” 
 
 
Reviewer #3 (Remarks to the Author): 
 

We appreciate the valuable feedback and suggestions from the reviewer. To address 
these concerns, we removed ambiguity regarding biotic/ abiotic controls on metabolite dynamics 
for the isolate exometabolomics comparison by excluding metabolites that were not significantly 
different between the two datasets, did a more thorough gene-gene comparison between isolate 
genomes and environmental metagenomes using single-copy phylogenetic markers and 
clarified sections of the text to reduce over-interpretation of data. Please see below for details 
on these points. 
 
In general, the authors have done a commendable job addressing some rather complex 
critiques I and the other reviewers provided on the original manuscript. Most of my concerns 



have been addressed in this revised version, and I am particularly impressed with the inclusion 
of the killed controls and the acknowledgement of that important component of the experiment 
in the text. 
 
However, I have several concerns remaining: 
 
1. While they do include information on the killed control, they note that for 53 of 72 metabolites, 
they differ significantly (with a p < 0.05) from the live samples. It is not clear to me what the 
situation is with the remaining 19 metabolites--were these then excluded from subsequent 
analysis? If not, how do they know whether the changes observed are from biological or 
abiological activity? 
Also, in line 112 they state that there are 85 identified metabolites; however, in line 128 they 
discuss "53 out of 72" metabolites--I'm not clear about this. Were there fewer metabolites in the 
killed controls? Of the metabolites in the killed controls, did they overlap 100% with those from 
the live samples? This information is available in the supplementary information, but should be 
included in the text. 

 
We thank the reviewer for pointing this out. As suggested, for isolate exometabolomics 

comparisons, we removed non-significant metabolites resulting in 69% of the microbe-
metabolite relationships being consistent with our isolate exometabolomics data and revised the 
results and figure 3 accordingly. Results (line 229): 

 
“Of the 85 metabolites identified in the biocrust soil water, 32 matched the isolate 

exometabolome dataset. Nine of these displayed temporal patterns that were not significantly 
different than the killed control and were excluded from this analysis since abiotic controls on 
these could not be ruled out (Supplementary Table 7).” 

 
This new analysis led to a completely re-done (and simplified) Figure 3. The new results 

appear to have a negligible impact on our overall conclusions: 
 

 
 



Regarding the second comment, the reviewer is correct: Fewer metabolites were 
detected in the killed controls, likely because those are produced by biological mechanisms 
which is now more explicitly stated in the results (line 129): 

 
“These dynamics, especially metabolite consumption, were largely of biological origin as 

demonstrated by comparison with the killed controls. Thirteen metabolites that were detected in 
the active samples were not detected in the killed controls presumably due to the lack of 
biologically activity. Of the 72 metabolites that were detected in the killed controls, all but 19 
were significantly different (p < 0.05) from the active samples and qualitatively all show different 
dynamics (Supplementary Tables 1B and 2; Supplementary Figure 3).” 
 

 
2. It's still not clear to me why they use a single gene only for their phylogenetic analysis. They 
have binned genome sequences; they should be able to utilize multiple genes and see how 
congruent the phylogenies are. Using a single gene to show the level of similarity between their 
isolates and the sequences from the metagenome seems problematic to me--even if ANI data 
are included.  

 
We agree with the reviewer. We now report on 16 ribosomal protein phylogenetic 

markers from each of the four metagenome assembled genomes or MAGs (noting that some 
lack particular markers). We include their percent identity for the marker proteins at the amino 
acid level to their corresponding isolate and their best taxonomic hit (provided in the new 
Supplementary Table 6). These genes were found to be 72-100% identical between the isolates 
and their related MAGs and most taxonomic hits were congruent with the rplO gene used for 
initial analyses. 

 
For example, here is a section of supplementary table 6: 
 

 
 
3. While they have done a good job in the discussion placing caveats around their interpretation 
of the exometabolites coming from or being consumed by their specific isolates, their results 
and Figure 3 are not nearly so careful in terms of language or clarification regarding their 
confidence that these isolates are truly representative of their nearest neighbours in the crusts. I 
still think that they need to tone down the language a bit, and to clarify that figure 3 is a 



conceptual model and that those organisms labeled on the figure may be representative of 
metabolic groups. 

 
We agree that the results section referring to figure 3 may have been misleading and we 

introduced the caveat that these bacteria may represent metabolically similar organisms (Line 
239). 

 
“We next combined our microbe-metabolite correlation data with the isolate 

exometabolomics data in order to visualize a wetting-induced dynamic exometabolomic 
foodweb that may result from the release of metabolites by a primary producer (e.g. Microcoleus 
sp.) and consumption of metabolites by heterotrophs (e.g. Bacillus sp. 1 and 2) (Figure 3). For 
simplicity, Blastococcus sp. is not shown in Figure 3 since this microorganism did not display 
sequential responses to wetting. It should be noted that the bacteria specified here likely 
represent metabolically similar groups of organisms that release/consume the same 
metabolites.” 

 
And this is also now clarified in the discussion (Line 449): 
 

“While this network portrays the dynamic substrate preferences of three specific native 
biocrust bacteria, there are many functionally-similar microorganisms that could fall into the 
categories of ‘early responders’, ‘mid-responders’ and ‘late-responders’ (grouping with 
Microcoleus sp. and the two Bacilli sp.) for a wetting event.” 

 
Furthermore, the caption for Figure 3 has been modified (line 741): 

 
“This network displays the relationships between metabolites and three dominant 

bacteria (or metabolically similar organisms) as they increase and decrease in relative 
abundance across wetting and successional stages in biocrust. The lower line plot corresponds 
to real relative abundance measurements for the three bacteria in level C successional stage 
biocrust. As Microcoleus sp. increases in relative abundance immediately after wetting, many 
metabolites released by the closest-related isolate are positively correlated with Microcoleus sp. 
in biocrust (solid red arrows) and as the two Bacilli increase in relative abundance (first Bacillus 
sp. 1 then Bacillus sp. 2), most metabolites consumed by the closest-related isolate decrease 
and are negatively correlated with these bacteria in biocrust (solid blue arrows) and most 
released metabolites are positively correlated (solid red arrows). Dotted arrows indicate 
metabolites that are released (red) or consumed (blue) by isolates, but did not display the 
expected relationship with that microorganism in situ. The thickness of the line corresponds to 
the absolute value of the Spearman’s rho correlation coefficient.”  

 
 
Overall, my impression is that the manuscript is greatly improved but that it still suffers from a bit 
of overinterpretation of some data and incomplete analysis of other data.  
 
 
 
 
Reviewer #4 (Remarks to the Author): 
 

We thank the reviewer for their great attention to detail and very important suggestions. 
In response to these concerns, we have updated the link to the sequencing data, did a more 
thorough gene-gene comparison between isolate genomes and environmental metagenomes 



using single-copy phylogenetic markers and further explained our metabolomics analysis so that 
it can be repeated by open-source software. Details can be found below. 
 
Here are my comments to the reply of the authors: 
 
'These data are now publicly available in NCBI SRA as indicated in the “data availability” section 
of the manuscript (line 539): 
“Sequencing data that support the findings of this study are available at the NCBI Sequence 
Read Archive (accession number 
PRJNA395099, https://www.ncbi.nlm.nih.gov/bioproject/?term=PRJNA395099) and 
metabolomics data have been deposited to the EMBL-EBI MetaboLights database71 with the 
identifier MTBLS492  
(http://www.ebi.ac.uk/metabolights/MTBLS492).”' 
 
The data is now at the NCBI. Just check one of the biosamples which seems to be repeated 
and has no SRA data linked to it. 
https://www.ncbi.nlm.nih.gov/biosample/7370990 
 

We apologize for the confusion. All 20 samples in NCBI have linked SRA data. The 
biosample the reviewer indicates was a mistake. Unfortunately it cannot be deleted, so we have 
provided a new link with the correct SRA file numbers specified (line 682): 

 
“Sequencing data that support the findings of this study are available at the NCBI 

Sequence Read Archive (project accession number PRJNA395099, sample accession numbers 
SRX3024638- SRX3024657, https://www.ncbi.nlm.nih.gov/bioproject/395099)” 
 
'As additional support for our rplO-based results, we performed additional analysis to investigate 
the 
relatedness between our isolates and the in situ taxa using ANI and AAI calculations (Line 313):' 
 
I do not agree with this analysis. The authors used the ANI (average nucleotide identity) and 
AAI (average aminoacid identity) but their results don't make sense: 
 
'Isolates and their closest matching environmental relatives ranged between 86-92% identical in 
their rplO sequence and 73-94% for ANI and 52-86% for AAI (Table 1). While there is a general 
lack of consensus of valid isolate-to-native population comparisons, our values indicate 
matching at approximately the genus or species level' 
 
In the case of ANI, it make more sense to use it as a genus or species identification parameter 
only when you have long DNA fragments like contigs. I don't understand how you get a higher 
ANI value than the AAI, it should be the other way around. 

 
 We thank the reviewer for pointing this out, which is something we needed to clarify in 
the manuscript. Here, ANI was calculated based as "whole genome" average nucleotide identity 
and AAI as "gene" average amino acid identity (for coding loci). In a reference provided within 
the text (Rodriguez-R and Konstantinidis, 2014) they show that within the context of cultivation-
free identification of bacterial species (within/between species/genus) AAI is in most cases is 
smaller than ANI (refer to Figure 3 within the reference which shows the comparison of AAI and 
ANI for complete bacterial genomes stratified by taxonomic names (species, genus, and 
division)). Since ANI is more widely used and to avoid confusion, these values were kept in the 
main text (Table 1) and AAI was moved to a supplementary table (5). 



 
These few additional details are now included in the text (line 168): 
 

“Further comparative analyses were conducted to calculate genome average nucleotide 
identity (ANI) between isolate genomes and their related metagenome-assembled genomes 
(MAGs) to which the rplO gene was co-binned, which validated that each isolate and their 
closest matching environmental relative were of the same genus or species following the 
conventions described in a previous report28 (Table 1). Additional validation was obtained by 
comparing gene average amino acid identity (AAI) (Supplementary Table 5) and other 
ribosomal protein genes from within each MAG to the corresponding isolate (Supplementary 
Table 6).” 
 
 
Also, the authors are missing the point. If they really want to obtain more information about the 
taxonomy, they should use all the information contained in the shotgun reads. As I suggested, 
they can use a k-mer spectra based analysis such as CLARK or Kraken that are really easy to 
use and can be run in less than an hour. Alternatively, if they want to use single copy markers, 
they can use ANPHORA2 or MOCAT or MetaPhlAn. These programs use several single copy 
gene markers. 
 
 
I don't see the point on doing an analysis with just one marker when you have much more 
information... 
 

We agree with the reviewer. We now report on 16 ribosomal protein phylogenetic 
markers from each of the four metagenome assembled genomes or MAGs (noting that some 
lack particular markers). We include their percent identity for the marker proteins at the amino 
acid level to their corresponding isolate and their best taxonomic hit (provided in the new 
Supplementary Table 6). These genes were found to be 72-100% identical between the isolates 
and their related MAGs and most taxonomic hits were congruent with the rplO gene used for 
initial analyses. 

 
For example, here is a section of supplementary table 6: 
 

 
 



 
 
'Scripts used to analyze metabolomics data (Metabolite Atlas) are public and the link is now 
provided under “Code Availability” in the methods section (line 547): “Metabolite atlas can be 
accessed at https://github.com/biorack/metatlas.”' 
 
Several of the links (Installation, Examples and Information) inside the project web page are 
broken. Also, they completely neglected my comment about the restricted access to Metabolite 
Atlas. Even if now the software to analyze the LCMS data, there is no access to the database. 
 
My impression is that this is a software that will work at the National Energy Research Scientific 
Computing Center (NERSC) but not somewhere else... 
 

We appreciate the feedback on Metabolite Atlas from the reviewer. While we have made 
this software publicly available through Github, is not very refined. We hope that at some point 
we can develop it to support third party installations. However, using the raw data now available 
at Metabolights and information provided in Supplementary Table 1, readers can reproduce a 
similar extraction of peak areas using open-source software such as MZmine. To address this 
point, we have revised the methods and indicate more thoroughly how the analysis was done 
starting at line 586: 

 
“Metabolomics data were analyzed using Metabolite Atlas67 

(https://github.com/biorack/metatlas) in conjunction with the Python programming language to 
construct extracted ion chromatograms corresponding to metabolites previously detected in 
biocrust or contained within our in-house standards library. Note that this same analysis could 
be done with other open-source software packages. Authentic standards were then used to 
validate assignments based on two orthogonal data (accurate mass less than 15 ppm, retention 
time within 1 min and/or MS/MS matching major fragments) relative to standards and/or the 
Metlin database68,69 and are provided in Supplementary Table 1A. Metabolites that did not 
match orthogonal measures were classified as putative and are indicated by parentheses in 
figures.” 
 



 

Reviewer #4 (Remarks to the Author):  

 

After reviewing the latest version of the manuscripts, I have no more comments and will endorse 

this work for publication.  
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