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ABSTRACT We describe a strategy for experimentally-constraining computational simulations of intrinsically disordered pro-
teins (IDPs), using a-synuclein, an IDP with a central role in Parkinson’s disease pathology, as an example. Previously, data
from single-molecule Foérster Resonance Energy Transfer (FRET) experiments have been effectively utilized to generate exper-
imentally constrained computational models of IDPs. However, the fluorophores required for single-molecule FRET experiments
are not amenable to the study of short-range (<30 ,Z\) interactions. Using ensemble FRET measurements allows one to acquire
data from probes with multiple distance ranges, which can be used to constrain Monte Carlo simulations in PyRosetta. To appro-
priately employ ensemble FRET data as constraints, we optimized the shape and weight of constraining potentials to afford
ensembles of structures that are consistent with experimental data. We also used this approach to examine the structure of
a-synuclein in the presence of the compacting osmolyte trimethylamine-N-oxide. Despite significant compaction imparted by
2 M trimethylamine-N-oxide, the underlying ensemble of a-synuclein remains largely disordered and capable of aggregation,
also in agreement with experimental data. These proof-of-concept experiments demonstrate that our modeling protocol enables
one to efficiently generate experimentally constrained models of IDPs that incorporate atomic-scale detail, allowing one to study

an IDP under a variety of conditions.

INTRODUCTION

Intrinsically disordered proteins (IDPs) and proteins contain-
ing disordered regions are exceptionally responsive to
changes in solution conditions, making them prone to mis-
folding and aggregation. One such IDP is «-synuclein
(aS), a 140-amino-acid neuronal protein, the aggregation
of which is implicated in Parkinson’s disease pathogenesis
(1,2). oS is primarily expressed at presynaptic termini and
is suspected to play roles in regulating neurotransmitter
release and maintaining synaptic function and plasticity
(3). Likely the most recognized aspect of oS is its ability
to misfold and self-associate, resulting in the production of
toxic amyloid fibrils. These fibrils are the primary compo-
nents of Lewy Bodies, which have been long been recog-
nized as a postmortem hallmark of Parkinson’s disease (1).
The protein is comprised of three domains: the N-terminal
domain (residues 1-60), comprised of four imperfect
11-amino-acid repeats featuring a KTKEGV motif found
in amphipathic helices; the nonamyloid $-component, or
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NAC domain (residues 61-95), which contains two addi-
tional KTKEGYV repeats and forms the (-sheet rich core of
amyloid aggregates; and the acidic C-terminal domain,
which is highly charged and is considered to be largely disor-
dered. The first two domains adopt an a-helical structure in
the presence of lipid membranes or detergent micelles
whereas, in solution, the &S monomer is largely disordered
(2,4-8). The structural plasticity of «S and most IDPs is
attributed to a lack of hydrophobic residues and an excess
of charged residues, producing systems that are self-repulsive
and unable to form a collapsed hydrophobic core (6). Despite
these characteristics, oS has been shown to be partially
collapsed and to deviate from a true random coil structure
(9-14). Moreover, the dynamic structure of S has high envi-
ronmental sensitivity that has largely hindered development
of a cohesive characterization of the structural ensemble of
monomeric «S in solution (6,10-18). Solution conditions
including temperature, salt concentration, and pH all have
substantial effects on the partial folding and collapse of aS.
Furthermore, cosolvents and osmolytes have been shown to
drive conformational readjustment of oS (6,19-22). In
particular, seminal work by Uversky, Fink, and coworkers
(23) demonstrated the ability of trimethylamine-N-oxide
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(TMAO) to promote compaction and partial helical folding
of S monomers, and in high concentrations drive the forma-
tion of helical oligomers. Intriguingly, these helical confor-
mations are morphologically distinct from the helical
structure formed on membranes, and the presence of osmo-
lytes has been show to affect fibril formation (24).

TMADO is a naturally occurring amphiphilic osmolyte that
is found in several aquatic organisms, where it counteracts
the destabilizing effects of high concentrations of urea
required for regulation of osmotic pressure (25-27). Exper-
imental and theoretical efforts have afforded an effective
model by which preferential exclusion of TMAO from the
protein backbone and sequestration of water by TMAO pro-
motes the formation of intramolecular hydrogen bonds and a
reduction in exposed surface area for the protein (28-34).
Solution studies of TMAO have revealed that the large
4.67 D dipole moment prompts significant water ordering
around each molecule (35). Comprised of a total of ~13
water molecules, direct coordination of water to the oxygen
along with formation of a clathrate like structure about the
methyl groups produces a first solvation shell with a 6 A
radius, and elicits an excluded volume effect that entropi-
cally drives protein compaction (28,35-37). In addition to
the effects of excluded volume and water arrangement,
TMAO has been proposed to act as a nanocrowder and
also serves as a poor solvent of the peptide backbone
(38,39). Single-molecule Forster resonance energy transfer
(FRET) has been previously used by Deniz and coworkers
(24,40) to investigate the compact structure of «S in
TMAO. These studies were performed with a limited set
of measurements and demonstrated that successive compac-
tion of &S occurs with increasing concentrations of TMAO
while maintaining a single, broadly distributed conforma-
tional state. Moreover, the work by Deniz and coworkers
showed that despite the emergence of a partially helical sec-
ondary structure, the folding pathway and resulting structure
were distinct from helices formed on membranes. Although
a putative structural ensemble was not proposed in this
work, our laboratory and others have demonstrated the abil-
ity to apply distances and distributions obtained from single
molecule FRET data as constraints for Monte Carlo (MC)
simulations (15). In the context of the present problem of
TMAO compaction of aS, we wish to further develop a
method for employing FRET constraints to generate exper-
imentally constrained models of IDP ensembles.

Although the use of FRET data has not been extensively
explored as a basis for generating structural ensembles of
IDPs, the application of other long-range measurements
has demonstrated success. Work by Forman-Kay, Zweck-
stetter, Blackledge, and others has shown the efficacy of uti-
lizing data from paramagnetic relaxation enhancement
(PRE) NMR experiments as restraints for simulating ensem-
bles of IDPs (12-14,41,42). Dobson, Vendruscolo, and Eli-
ezer have also applied NMR-based methods to study the
disordered ensemble of «S (10,11). Moreover, efforts by
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Langen have demonstrated the similar usefulness of electron
paramagnetic resonance (5,43). To date, most studies
have focused on the application of PRE data, which lacks
description of the underlying distribution of states (42). Sin-
gle-molecule FRET has demonstrated an exceptional ability
to visualize subpopulations of disordered ensembles (44).
Furthermore, Best and Schuler have addressed some of the
major concerns surrounding distance extraction from
FRET data (17,18). Studies of chemically denatured ubiqui-
tin have shown that FRET and small angle x-ray scattering
(SAXS) data afford comparable molecular sizes, and that
the inclusion of large hydrophobic probe molecules does
not significantly impact the structural ensemble (17). More-
over, recent work by Schuler has verified that distributions
extracted from single-molecule FRET data display a high
degree of agreement with distributions compiled from struc-
tural ensembles generated from molecular dynamics simula-
tions restrained with NMR and SAXS data (18).

In this report, we focus on elucidating the structural
changes associated with TMAO-induced compaction of
aS by combining MC simulations in PyRosetta with exper-
imental constraints from ensemble FRET measurements.
Although single-molecule FRET measurements provide
additional information regarding the number of distributions
as well as the distribution breadth associated with a partic-
ular average value, the photophysical requisites for these
measurements (i.e., bright, visible wavelength fluorophore
pairs, which tend to have 30-70 A working ranges) gener-
ally preclude accurate measurement of distances below
~30 A. This limitation is important, as we wish to generate
atomically detailed computational models of S and there-
fore need short distance constraints for our simulations.
Based on the aforementioned results from Deniz and co-
workers (24,40,44), we assume that the observed ensemble
FRET efficiencies are resultant from single distributions,
well described by polymer physics models, allowing us to
rely on distances obtained from single distribution analysis.
Furthermore, we propose that the most effective set of con-
straints would encompass not only long distances, such as
those traditionally afforded from single-molecule FRET,
but also short distances closer to those obtained via PRE
measurements, which should more effectively limit the
conformational variability within the ensemble.

Previously, we have studied aS compaction using the
p-cyanophenylalanine (Cnf) and thioamide probe pair,
which has a short Forster radius (R, the distance of half-
maximal energy transfer) of 18 A (45-47). We showed
that increases in FRET efficiency (Erggr) indicating
compaction are observable as «S is incubated with
increasing concentrations of TMAQO. However, these Cnf-
thioamide-labeled proteins required semisynthesis through
native chemical ligation, a method with insufficient
throughput for FRET library construction. Herein, we
employ Cnf-tryptophan (Trp) as a genetically incorporable,
short-range probe pair allowing for more facile production



of a library of labeled constructs for measuring distinct in-
tramolecular distances in the presence of TMAO (48,49).
Additionally, we have incorporated a second, longer-range
probe pair, fluorescein-5-maleimide (Fam) conjugated to
cysteine and tetramethylrhodamine azide (Raz) conjugated
to an O-propargyl tyrosine unnatural amino acid (50). The
Fam-Raz pair has a working distance around 50 A and pro-
vides accuracy in ranges equivalent to those accessible
through single-molecule FRET.

By applying measurements from these two complemen-
tary FRET libraries as weighted constraints for atomically
detailed MC simulations in PyRosetta, we construct model
conformational ensembles that agree well with experimental
data such as fluorescence correlation spectroscopy (FCS),
reporting on the overall average size of the protein. This
strategy of using FRET data to direct all atom models in
MC simulations provides a means to generate structure-
guided hypotheses for allosteric transitions in «S to under-
stand the effects of changes in environment or interactions
with ligands.

MATERIALS AND METHODS
Protein overexpression and purification

Protein expression was performed in Escherichia coli, where unnatural
amino acids were incorporated via amber stop codon suppression and trace-
less purification was facilitated via attachment of a C-terminal intein con-
taining a C-terminal His-tag (Fig. 1). For the Cnf-Trp library, all native
tyrosine residues were mutated to phenylalanine to assure that all energy
transfer occurred exclusively between Cnf and Trp. Details of postexpres-
sion dye attachment, purification, and construct confirmation are reported
in the Supporting Material.

FRET measurements in TMAO

All labeled «S variants were dialyzed into 20 mM Tris, 100 mM NaCl (pH
7.5). TMAO containing buffers were also prepared with 20 mM Tris,

SH
HON~

FRET Data Drives Synuclein Simulation

100 mM NaCl, and the pH was adjusted to 7.5 after the addition of
TMAO. Concentrations for the Cnf-Trp library were determined using
the Sigma-Aldrich FluoroProfile Quantification Kit, whereas concentra-
tions for the Fam-Raz library were determined via ultraviolet-visible
absorbance. Steady-state measurements for the Cnf-Trp library and
time-correlated single photon counting (TCSPC) measurements of the
Fam-Raz library were performed at a 1 uM concentration, whereas
steady-state measurements for the Fam-Raz library were performed at a
100 nM concentration. Measurements were taken in triplicate in O,
2, and 4 M TMAO. TCSPC measurements were performed for Fam-
Raz constructs under solution conditions identical to the steady-state
measurements. Intramolecular FRET measurements were performed at
concentrations of 1 uM, whereas intermolecular FRET measurements
were performed by mixing single-labeled aS containing Fam with sin-
gle-labeled oS containing Raz, at a concentration of 1 uM for each labeled
construct.

Analysis of steady-state and TCSPC data

Erger values from steady-state measurements were determined by
minimizing the squared difference between the spectrum from the double-
labeled construct and a linear weighted sum of two single-labeled constructs
using the equation

S (1(D)ps — AI(A), — BI(2),)” — min. (1)

A

In Eq. 1, I(A) represents the intensity as a function of wavelength for the
construct indicated by the subscript, where A, D, and DA refer to constructs
containing the acceptor fluorophore, the donor fluorophore, and both fluo-
rophores, respectively. The weighting values A and B were used to deter-
mine Epggr values from donor quenching and donor-sensitized emission
of the acceptor to produce an error-weighted Erggr value as described in
the Supporting Material. The interresidue distances were calculated from
Errer using a polymer-scaled version of the Forster equation:

Epper — an(r,x) / (1 + (r/Ro)ﬁ), @)

3\ 32
Pi(r,x) = 4xr (27”2) exp( ~3 ;), 3)

(8 Q-

v

HO,
Hisg Intein

FIGURE 1

Scheme for labeled protein production. Top: Direct incorporation of p-cyanophenylalanine (Cnf) and tryptophan (Trp) via unnatural amino acid

mutagenesis and conventional mutagenesis, respectively. Bottom: Incorporation of Cysteine (Cys) and O-propargyl tyrosine (Ppy) with subsequent labeling
by fluorescein-5-maleimide (Fam) and tetramethylrhodamine azide (Raz), respectively. To see this figure in color, go online.
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where r and x represent the interresidue distance and the average interresi-
due distance. The reported distances determined from Epggr values are the
average interresidue distances. Two different polymer distributions, P(r,x),
based on the Gaussian chain model (Eq. 3) and a semiempirically derived
normal distribution (Eq. 4), where the standard deviation, o, was deter-
mined from polymer-liked simulation (detailed in the Supporting Material),
were used to determine average distances. Additionally, fluorescence life-
times from constructs containing only Fam (7p) and from constructs con-
taining both Fam and Raz (mpa) were used to calculate the ratiometric
change in lifetime (Tpa/7p), and thus Egger values for comparison with
steady-state data. Full details regarding TCSPC analysis are provided in
the Supporting Material.

FCS

FCS measurements of 20 nM «aS labeled with Alexa Fluor 488 at positions
9, 114, and 130 were taken in the presence of 0, 2, and 4 M TMAQO using a
laboratory-built instrument based on an Olympus IX71 microscope
described in further detail in the Supporting Material. Before addition of
labeled protein, chambers were incubated with 400 uM wild-type aS to pre-
vent sticking of the labeled protein to the surface. Free Alexa Fluor 488 dye
was measured in each concentration of TMAO to account for changes in
viscosity. Additional information regarding FCS measurement and analysis
can be found in the Supporting Material.

PyRosetta simulations

MC simulations were performed in PyRosetta on the University of Pennsyl-
vania School of Arts and Sciences General Purpose Cluster. The simulation
sampling includes ~1.5 x 10° backbone ¢/y torsion angle changes in a
simulated annealing score function gradient along with sample of side-
chain rotamers. Constraints were applied either in the form of a harmonic
potential or a potential derived from the Gaussian chain probability distri-
bution. Output structures represent the lowest energy structures generated
over the course of the simulation as determined by the sum of the “beta”
Rosetta score function and the constraint energy. Additional details and
the base PyRosetta script are provided in the Supporting Material.

RESULTS

We began by generating two libraries of proteins, labeled with
either Cnf-Trp or Fam-Raz pairs, and making FRET measure-
ments in varying concentrations of TMAO. For both FRET
pairs, we observed changes in photophysical parameters im-
pacting the extraction of distance information from FRET
data that necessitated performing control fluorescence mea-
surements using single-labeled proteins. When calculating
Ry (Eq. S8 in the Supporting Materials and Methods) for these
experiments, there were four parameters of interest, ®@p, J, K>
and n, which represent the quantum yield of the FRET donor,
the overlap integral between donor emission and acceptor
absorbance, the orientation factor between the two fluoro-
phores, and the refractive index of the solution, respectively.
Of these parameters, we determined that changes in @, as a
function of environment contributed most significantly to
changes in R, for both Cnf and Fam. Additionally, Zheng
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et al. (18) previously demonstrated that for disordered pro-
teins, the orientations of the fluorophores are sufficiently
isotropic to warrant the approximation of k* = 2/3, which is
the value for an isotropic distribution of orientations. Fluores-
cence measurements made on donor-only and acceptor-only
proteins enabled us to not only account for changes in @, to
enhance our accuracy in calculating Ry, but also allowed us
to easily overcome the difficulties of interpreting highly over-
lapped spectra and extract distances from Epgpr measure-
ments for use in modeling.

Cnf-Trp library

The Cnf-Trp construct library consisted of a total of 27 pro-
teins (17 double-labeled and 10 single-labeled aS mutants)
spanning 16 unique intramolecular distances. Acquiring
concentration-matched emission spectra for each single-
labeled construct in varying TMAO conditions allowed for
tracking of changes in the quantum yield and spectral shape
of Cnf and Trp emission. The sensitivity of these photophys-
ical properties to increasing concentrations of TMAO was
initially assessed for the free amino acids (Fig. S43).
Although a decrease in the quantum yield was observed
for both Cnf and Trp, no major change in emission
maximum was observed in the Trp spectrum. In contrast
to the free amino acid measurements, Trp-containing «S
mutants successively blue-shifted in increasing concentra-
tions of TMAO, as a result of changes in local environment
upon compaction. Thus, measuring single-labeled spectra
was not only crucial for tracking spectral changes due to
environmental effects, but was also essential for deconvolut-
ing the highly overlapped Cnf and Trp emission spectra in
constructs containing both fluorophores. Erggr values
were obtained for each probe pair in buffer containing 0,
2, and 4 M TMAO. Fig. 2 shows the deconvolution of a
0 M measurement as well as a 2 M measurement for the
Cnf,5-Trpoy pair. As expected, Erggrincreases, correlating
with the expected decrease in interresidue distance resulting
from compaction in TMAQO. Without TMAOQO, in most cases
this probe pair is not able to accurately capture the apparent
intraresidue distance, as seen in low Erzgr values outside of
the most reliable FRET range (Erger = 0.3-0.7). This is
most clearly observed in Fig. 3, where the distances ex-
tracted from these data are largely invariant above sequence
separations of 50 residues. However, in cases where the
probes are relatively close in primary sequence, the utility
of this short-range pair is clearly demonstrated. In the pres-
ence of 2 M, and especially 4 M TMAO, a significant num-
ber of the probed regions display Erggr values within the
optimal range for accurate distance determination.

Fam-Raz library

To complement our Cnf-Trp data, we also performed FRET
measurements with a probe pair with a longer working
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FIGURE 2 Determination of Erzzr Left: Background subtracted fluores-
cence emission spectra of constructs labeled with Cnf, Trp, or both Cnf and
Trp in 0 M (top) and 2 M TMAO (bottom). Right: Double-labeled Cnf-Trp
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range. A set of 21 constructs, consisting of 10 dual-labeled
and 11 single-labeled analogs containing Fam and/or Raz,
was produced to accurately monitor long-range distance
changes during the compaction of aS by TMAO. In cases
where exceedingly low Epggr was observed with the
short-range probe pair, we observed efficiencies much
closer to the optimal efficiency range for the Fam-Raz
pair. This was most significant in the absence of TMAO.
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However, our measurements approached the short end of
the working range for the Fam-Raz pair in some instances
in 2 M TMAQO, and exhausted its utility in 4 M TMAO.

In 4 M TMAQO, the long working range of this probe pair
was effective for assessing the formation of oligomers, which
were reported by Uversky et al. (23). When mixing Fam and
Raz single-labeled species in 4 M TMAO, there was a signif-
icant reduction in the lifetime of the Fam labeled construct,
consistent with intermolecular FRET (Figs. S48-S50). In
buffer or 2 M TMAO, there was no observed change in the
lifetime of the Fam-labeled protein due to the presence of
the protein containing Raz. FCS and atomic force micro-
scopy measurements also demonstrate the formation of
oligomers in 4 M TMAO (Figs. S51 and S52). As a result
of these observations, we decided to forego modeling the
4 M structure due to the complexity of deconvoluting intra-
and intermolecular FRET in oligomers.

Interpretation of FRET data

Because oS is disordered, the interresidue distance sepa-
rating any given label pair is widely distributed. To accurately
obtain an average distance value, this distribution needs to be
taken into account. Therefore, the corresponding interresidue
distances were calculated using a polymer-scaled Forster
equation, Eq. 2, taking into account changes in R, resulting
from changes in quantum yield for each labeling position.
Distances were calculated using both the Gaussian chain
(Eq. 3) and semiempirical (Eq. 4) models, which produced
significantly different sets of results. Conceptually, two

[ Unconstrained 3 1.004 e Unconstrained '
. = Constrained e Constrained ,' A
< q00] ® ExpCnfT L _ 0787 _ - Experimental N
§ e Exp Fam-Raz i ........ E 0.504 ,l
5 w
o s0] 0.254 FIGURE 3 Comparison of experimental and
a : 0,00 * */* _*,*. V‘* «* OMTMAO simulated data. Left: Distances extracted from
. ' , , OMTMAO P L U EFRET- mez}surements of thf: Cnf—Trp anfi Fam-
5 = A = 100 125 <& «‘Q && «& /\‘Q «%} & «& «‘Q q-%q-"’ q.’b Raz hprarles. shown with 1nterres@ue lestances
s R (g F O a4 & é & ({\ é S g\ forflgwen primary sequence sepe.lratlon. in uncon-
eque P AR O e strained or constrained MC simulations. The
Label Pair average (solid line) and standard deviation (dashed
line) of interresidue distances are shown for the
50 simulated ensembles. Right: Experimental and
— Unconstrained 1.00{ e Unconstrained *\ simulated Ergpr values. Dashes represent average
R — Constrained e Constrained ,’ b Erger values for each pair of labeled residues,
< 100] ® ExpCnf-Trp o 0.757 Experimental I with interconnecting lines to guide the eye. The
§ ¢ BpbawRez e o E 0.504 " average (point) and standard deviation (line) of
s 1 g w ' Ergrer values obtained based on interresidue sepa-
D 50 0.254 ,' rations in the unconstrained or constrained simu-
o 5 & # * # & #‘ lated ensembles. To see this figure in color, go
> ot s Rl é-iVITMAO 0.001 a6 [ [ (A .Z.N.IT.M{'\O online.
0 B T T N F o o
0 25 50 75 100 125 Q«& «@Q«@ ««‘?\ «f «‘Q < q?”\,q?q,q?”
Sequence Separation & & &S F S <,<"‘ & &8

&<

Label Pair

Biophysical Journal 114, 53-64, January 9, 2018 57



Ferrie et al.

positions labeled with two FRET pairs with different R,
values should have distinct FRET efficiencies, but compara-
ble extracted distances. Since the Cnf-Trp and Fam-Raz li-
braries contained a limited number of labeled positions in
common, for comparison the distances were plotted in
Fig. S44 as a function of probe pair primary sequence sepa-
ration. We reasoned that the consistency between data from
the Cnf-Trp and Fam-Raz libraries on a Flory scaling plot
should help us to identify the more accurate probability
distribution. In Fig. S44, it is clear that there is substantially
better agreement between the Cnf-Trp and Fam-Raz data sets
when applying the Gaussian chain distribution to extract dis-
tance data from the Eprgr values.

Simulations

After data collection, simulations were performed in
PyRosetta to generate structural ensembles that represent
the changes observed by FRET. Before introducing FRET-
based constraints, we optimized a PyRosetta script to effec-
tively produce ensembles of structures in general agreement
with previously published radius of gyration (R,) and radius
of hydration (Rj) values (21,51). Simulations were per-
formed where the weighting of the FRET constraints relative
to other Rosetta energy terms (a, Eqs. S18 and S19 in the
Supporting Materials and Methods) was varied, and different
shapes for the FRET constraint function were assessed.
These constraint function shapes were based on the Gaussian
chain (Eq. 3) or semiempirical (Eq. 4) distance distributions
used in the FRET analyses. Given the greater consistency be-
tween Cnf-Trp and Fam-Raz data when using the Gaussian
chain probability distribution (above), we favored using
this function for implementing constraints as well. However,
we tested all combinations to ensure that no bias was intro-
duced based on the pairing of distribution functions used in
FRET data analysis and in constraint implementation. The
results of these tests are detailed in the Supporting Material
(Figs. S53-S64) and are discussed further below. We found
that setting the weight of the constraints relative to the other
score function components to unity allowed the FRET con-
straints to influence the structure without overconstraining,
and that reasonable variations of the shape of the constraint
function did not dramatically influence the simulation re-
sults. Thus, in the main text, we exclusively report simula-
tions performed using the Gaussian chain distribution, with
all other simulations reported in the Supporting Material.
The 2 M TMAO simulations were performed with the solva-
tion term removed in an effort to account for the significant
change in solvation. Unconstrained simulations performed
with this altered score function provided a more compact
starting point for introducing FRET constraints, whereas
constrained ensembles were noticeably more compact
(Figs. S56-S58). Moreover, for simulations of the 2 M
ensemble, fragment insertion was incorporated within the
MC search to increase the amount of resultant secondary
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structure, which has been observed by circular dichroism
studies of the TMAO-induced conformation (23). Although
this significantly increased the number of helices, there was
no marked improvement in the match of simulated structures
with experimental FRET data (Figs. S56-S58).

Initially, we compared the constrained simulations to the
FRET data using Flory scaling plots, where the average in-
terresidue distance (between «-carbons) as a function of
sequence separation was plotted for the ensemble of 1000
lowest energy structures with experimental FRET data over-
laid as discrete points (Fig. 3, leff). All experimental data
were close to the average simulation distance or within
the standard deviation for both 0 and 2 M ensembles, with
the notable exception of the Famg-Raz,34 FRET data. It is
notable that the distance determined for this FRET pair us-
ing the harmonic potential (Fig. S44) does not show such
dramatic discord with the other distances, potentially sug-
gesting a limitation of the Gaussian chain model for very
long distance ranges. We also predicted FRET values for
all of the pairs of label sites for comparison to the experi-
mental FRET data (Fig. 3, right). Distances between the
a-carbons of the amino acids at the label sites were ex-
tracted from each structure in a simulated structural
ensemble and converted to Eyzgy values using the classical
Forster equation (Eq. 2, where P(r,x) = 1). Since the varia-
tions in conformation in the ensemble explicitly capture the
distribution of interresidue distances, the average Ergrprwas
computed as a simple average of the values extracted from
each structure with no further correction for polymer scaling
of the distance distribution. We found good agreement, with
an average absolute Epzgr difference of 0.09 and all exper-
imental values falling within the standard deviation of the
simulated values. As discussed below, the close match be-
tween these values helps to validate our choice of a poly-
mer-scaled distance distribution function in interpreting
Errer values to input constraints in the simulations.

Fig. 4 shows the 10 lowest energy structures from the
0 and 2 M simulations, aligned and with a single structure
darkened for clarity. One can see significant compaction
of the 2 M ensemble, which can be quantified using
histograms of the R, for each structure in the ensemble.
The average radius of gyration in 0 M TMAO is
293 + 4.6 A, which shrinks to 23.5 = 3.4 A in 2 M
TMADO. Interestingly, despite this compaction, aS remains
disordered in 2 M TMAO. The disorder can be visualized
using a plot of the distribution of interresidue distances as
a two-dimensional “heat map,” with interresidue distances
for the entire ensemble plotted above the diagonal and
interresidue distances for the single darkened structure
below the diagonal. As seen in the middle plots in Fig. 4,
in both 0 and 2 M TMAO, the average interresidue distance
scales with primary sequence separation, despite the fact
that long-range contacts occur in individual structures
within the ensembles (Fig. S67). This combined information
indicated that, in the presence of 2 M TMAO, oS populates a
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compacted disordered ensemble that still maintains a high
degree of structural heterogeneity. To confirm that the struc-
ture ensembles were consistent with other experimental ob-
servables, we calculated the diffusion coefficient for each
structure of the 0 and 2 M ensembles using HydroPro
(52). As seen in Fig. 4, the calculated diffusion coefficients
are slightly (16%) smaller, but in reasonable agreement with
those measured in our FCS experiments.

Comparison of structure ensembles to data from
literature

We compared our structural models in the absence of
TMAO to data from the literature as well as other published
models. The average R, of our 0 M ensemble matched well
with reported values of R, from SAXS experiments and R,
(typically 30% larger than R,) from NMR experiments
(21,51). Furthermore, our models agreed remarkably well
with both the primary NMR PRE data (Fig. S66) and Flory
scaling plots of the resulting models (Fig. S65) reported by
Allison et al. (10). We do observe rare contacts between re-
gions of the protein that are distant in primary sequence
(Fig. S67), consistent with reports of transient C-terminal
contacts with the NAC and N-terminus (14). Although there
is limited information on the structure of «S in 2 M TMAO,

we find that our models agree with the available informa-
tion. Similar to previous studies, our circular dichroism
measurements made in 0 or 2 M TMAO show little change
in aS helicity (Fig. S73), consistent with our models which
show that the 2 M ensembles are still highly disordered. Pre-
viously, Uversky and coworkers monitored fibrillization of
aS in TMAO using thioflavin T (ThT) fluorescence, and
found that aggregation was accelerated, but that the final
level of ThT fluorescence was lower. Our own studies
with Congo Red (Fig. S71) corroborated this observation,
although, intriguingly, changes in fluorescence polarization
(Fig. S72) were slower in 2 M TMAO, possibly indicating
that the ThT and Congo Red spectroscopic properties are
changed in TMAO. Thus, although compacted, «S remains
disordered and able to sample conformations that lead to
fibril formation. This can be seen in Figs. S69 and S70
where, despite compaction observed by changes in sol-
vent-accessible surface area, metrics such as numbers of in-
tramolecular hydrogen bonds and backbone dihedral angles
do not indicate the presence of persistent structure.

DISCUSSION

Our previous study of aS structures using MC simulations
with only a repulsive Lennard-Jones potential and
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harmonic constraints based on single-molecule FRET data
gave structural ensembles with global properties that
matched well to experimental measurements such as R,.
This modeling protocol, with constrained simulations uti-
lizing exclusively a repulsive van der Waals potential,
was extremely efficient in its simplicity, but the resulting
models lacked atomic-scale details that could be used in
generating hypotheses or interpreting mechanisms of
conformational change. We and others have also performed
unconstrained simulations which included the amino acids
using single-sphere “centroid” representations of the side
chains, as well as all-atom molecular dynamics simulations
of S, which do provide such detailed information, but are
much more computationally intensive and generally
limited in the conformational space explored. We wished
to find an intermediate level of simulation wherein we
could include side chains in MC simulations and maintain
efficient sampling. However, we reasoned that the previous
long-range constraints (>30 A) derived from single-mole-
cule FRET data would not provide sufficient information
on short-range interactions to properly direct these simula-
tions. Thus, we here included data from the short-range
Cnf-Trp pair along with data from the Fam-Raz pair, which
has a comparable FRET range to the previous single-mole-
cule FRET probes. These short-range probe pairs may be
crucial for identifying contacts or collapsed regions that
can exist under varied solution conditions or in the pres-
ence of allosteric molecules.

Assessing the validity of P(r)

We reasoned at the outset that the Gaussian chain P(r) was
more accurate because it led to greater consistency be-
tween the distances obtained from the Cnf-Trp and Fam-
Raz libraries. However, this method of analysis was
complicated by the limited numbers of intramolecular
distances in a range that could be accurately captured by
both pairs, as these probes were selected specifically for
their efficacy across different distance ranges. Further-
more, one can observe that the Cnf-Trp distances are
largely invariant after reaching a sequences separation of
~50 residues due to a working range that extends to
only ~35 A. Therefore, our assignment of the Gaussian
chain P(r) as the more accurate distribution function arises
from visual inspection of the Flory scaling plots in
Fig. S44 in the 25-45 A range, which encompass the up-
per and lower bounds of the Cnf-Trp and Fam-Raz probe
pairs, respectively. It is important to note that at very short
(<15 residues) and very long (>115 residues) sequence
separations, the calculated distances are likely unable to
be accommodated by any conformation of the protein.
Furthermore, the functional form of the distribution may
also be dependent on the number of residues between
two probes (e.g., short sequence separations cannot have
truly polymer-like behavior and may need to be treated
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with classical FRET equations) or heterogeneity not ac-
counted for by polymer-scaling behaviors (53).

Differences between constraint methods

Since IDPs have relatively flat energetic landscapes,
improper introduction of constraints can easily result in en-
sembles where the resultant conformations are not suffi-
ciently diverse, especially proximal to constrained sites.
This arises primarily from constraining potentials that are
too deep or too narrow, but can also occur when conforma-
tional space is not effectively sampled. The latter problem
could be caused by poor parameterization of the Metropolis
criterion (such as selection of a kT value that is too low) or
by not having an appropriate score function to produce the
multiple local minima present within a single pair-wise
constraint potential. By expanding our score function from
a single repulsive van der Waals term to the current optimal
score function utilized by Rosetta, we assure that output
states populate local minima that allow us to extract high-
resolution information and provide an effective buffer for
constraint introduction. Achieving unconstrained simula-
tions of this quality required significant adjustment of
PyRosetta scripts, which normally are used to model folded
proteins rather than IDPs. These optimization efforts will be
reported in detail elsewhere. In addition to improved
modeling scripts, we hypothesized that issues related to
the constraint functional form could be circumvented by
directly employing appropriate distance distributions for
disordered ensembles to analyze the FRET data.
Nonetheless, we performed simulations with all four
combinations of the two P(r) functions used to obtain dis-
tances and the two corresponding constraining functions.
This allowed us to consider how the ensembles were influ-
enced by the method of constraining in addition to the sets
of distances used as constraints. Figs. S56-S63 demonstrate
that neither the method of constraint nor the P(r) utilized for
the distance determination through Eq. 2 had a dramatic
impact on the resulting structures. This likely arises from
the fact that distances from the unconstrained simulation
are already very close to the distances obtained from the ex-
periments. Despite the relative agreement between the en-
sembles produced across all constraining methods for a
given concentration of TMAQO, there are several noteworthy
observations. Figs. S60—-S63 show that in all cases in which
a harmonic potential was employed, the structural diversity,
most clearly observable in the dispersion of R, values, is
visibly decreased. Moreover, harmonic constraints consis-
tently produced deviations in the scaling behavior, where
the heat maps (Figs. S60-S64) reveal distances between
the N-terminal region and the NAC domain that are, on
average, longer than those between the C-terminal region
and the NAC. This observation is independent of the input
data, as these nuances are observed for both data sets,
with constraints from data obtained utilizing P,(r,x) further



enhancing these trends. These observations demonstrate that
there are significant differences between these ensembles
which result exclusively from the functional form of the
constraining potential.

The relative impacts of changes in the score function or in
the constraints are evident in comparisons between 2 M sim-
ulations performed using Gaussian chain derived data with
or without constraints or solvation term modification
(Figs. S56, S60-S63). FRET constraints alone compacted
the 2 M ensemble (2 M GC-GC) relative to the 0 M
ensemble (0 M GC-GC), but were not sufficient to generate
ensembles that were consistent with the 2 M experimental
data. However, it is important to note the marked differences
between the 0 and 2 M ensembles, as these demonstrate that
simulations in PyRosetta can be significantly influenced by
constraints, which was not evident from the 0 M simulations
alone. The fact that these constraints alone were unable to
produce ensembles in full agreement with the 2 M data sug-
gests that aS in the presence of molar quantities of TMAO
populates a subset of conformations that are not accessible
with the standard score function. With the solvation term
removed, comparison of the 2 M constrained (2M GC-
GCT, see Fig. S62) and unconstrained (UnconstrainedT, see
Fig. S61) simulations demonstrate that the constraints serve
to exclude extended structures. This further suggests that the
application of constraints does not produce new conforma-
tions not present in the unconstrained population, but can
effectively remove unfavorable structures from an ensemble
based on experimental data. Overall, we see this as a favor-
able compromise as the necessity to modulate the uncon-
strained population through changes to the PyRosetta
scoring is likely driven by the dramatic change in buffer
conditions, which would not be present in many other
applications. Systems where dramatic changes in solvent
conditions occur (as in this study) can be effectively repre-
sented by adjusting the score function, whereas intramolec-
ular (or intermolecular) contacts can be accounted for by
changing the constraint functional form to accurately repre-
sent experimental data.

Comparison of experimental and simulated data

Initial comparisons between the experimental and simulated
distances in Figs. 3 and S56 demonstrate that most of the ob-
tained distances fall within 1 SD of the average interresidue
distance for the given sequence separation. The observed
disagreements at high and low sequence separation are
likely due to inaccuracies in the determination of the exper-
imental distance arising from either the working range of the
probe or the polymer-scaling function, as previously dis-
cussed. Moreover, agreement in simulated and experimental
FRET efficiencies in Figs. 3, S57, and S58 demonstrate that
the underlying conformation dispersion is accurately
captured, since appropriate efficiencies are obtained for
both probe pairs. The FCS measurements herein also
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demonstrate that the simulated ensembles are of approxi-
mately the correct overall size and that the degree of
compaction is qualitatively accurate. The quantitative
disagreement between the simulated diffusion coefficients
observed in Fig. 4, where the simulated diffusion coeffi-
cients are systematically lower than the experimental
values, could arise from several different factors. Given
that the overall size agrees with previously published
NMR and SAXS data, it is possible that we encountered
small, systematic inaccuracies in determining diffusion co-
efficients resulting from a combination of the treatment of
the disordered ensemble in HydroPro, the need for an
empirical conversion factor, or accounting for the change
in viscosity induced by TMAO. Importantly, we have
demonstrated in Figs. S65 and S66, respectively, that our
0 M ensembles agree with previously published PRE data
and the structural ensembles generated from those data
(10,11).

It is worth noting that in our effort to establish an effi-
cient, intermediate level of simulation, we chose not to pur-
sue some elements that could have further improved the
accuracy or tested the boundaries of our simulations. For
example, we elected not to incorporate probe/linker spatial
exploration. Although we acknowledge that simulations
would be made more accurate by including representations
of the probes, with FRET based on distances between fluo-
rophore transition dipoles instead of a-carbons, this would
have significantly increased the computational time, under-
mining our intention of creating an efficient approach. Addi-
tionally, we envision that coupling our method with the
strategy previously employed by Dobson and Vendruscolo,
where constraining functions were iteratively updated,
could produce a more refined, but computationally inten-
sive, version of our modeling protocol (11). Moreover,
this method circumvents the need to assume a probability
distribution function when interpreting the FRET data, as
the constraints would be applied directly as FRET effi-
ciencies. Finally, since introduction of a new constraint
functional form is as simple as writing a new function in
Python, we hypothesize that our method of constraint intro-
duction, where assumptions regarding underlying distribu-
tions are directly converted into a potential, is not only
useful for applying FRET data from disordered systems,
but would also allow for efficient incorporation of other
types of experimental data such as PRE data (10,13,41).

CONCLUSIONS

We have developed a Rosetta modeling protocol using
explicit protein side chains and sophisticated score func-
tions in combination with appropriately weighted distance
constraints to generate models of IDPs. By performing
simulations that were constrained with experimental
FRET data from two libraries containing different FRET
pairs, we were able to model the ensemble of aS in buffer
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and in the presence of 2 M TMAO. Our models agreed well
with independent measurements of aS structure from FCS,
NMR, PRE, and SAXS data, and were computationally less
taxing than traditional molecular dynamics simulations. In
future work, we intend to explore the degree to which en-
sembles generated in PyRosetta capture residual secondary
structure and the accuracy of values computed from these
ensembles, such as chemical shifts or J-couplings in com-
parison with NMR experiments. The modifications made
to our Rosetta modeling protocol allowed us to produce
reasonable «S starting models in the absence of constraints.
The quality of these unconstrained models gives us greater
confidence in interpreting the interactions observed in the
constrained structural ensembles, and makes the simulations
more robust to the inclusion of an inconsistent constraint.
After careful consideration of constraint function shape
and weight, we have found a form that allows them to influ-
ence the structural ensemble without overconstraining.
Future investigations could employ different weights for
different FRET pairs, or different functional forms for
different distance ranges.

Our modeling protocol for IDPs incorporates atomic
detail relevant to the study of chemical-, ligand-, or environ-
ment-induced conformational changes, and yet is suffi-
ciently rapid both in data collection and simulation time
to be applied in a moderate throughput fashion. Once li-
braries of labeled proteins have been generated, FRET mea-
surements of the type reported here could easily be acquired
under a variety of conditions, potentially even in a multiwell
format. The collection of FRET constraints could then be
used to generate structural ensembles to explore hypotheses
for mechanisms of conformational change or to rationalize
trends among molecules and modifications that modulate
IDP conformation. For example, Kakish et al. (54) have
recently shown that bis-heterocycles linked by a flexible
tether are able to bind to aS and induce conformational
changes in the monomer that inhibit its propensity to aggre-
gate. The procedures used here to study the effects of
TMAO on oS structure could be applied to study such mol-
ecules with therapeutic potential. Furthermore, recent work
has shown that modifications such as serine glycosylation
and tyrosine phosphorylation affect aggregation and mem-
brane binding respectively (55,56). Subsequent modifica-
tion of the current labeled library, or production of a new
library, would allow one to utilize the method reported here-
in to visualize the effect of these and other posttranslational
modifications on the disordered ensemble. Although certain
classes of molecules or solution conditions may spectro-
scopically interfere with our FRET probes, it is important
to note that we can easily vary these probes using essentially
the same labeling strategies. For example, we have recently
reported a methoxycoumarin-acridonylalanine FRET pair
that can be introduced by a combination of cysteine modifi-
cation and unnatural amino acid mutagenesis (57). Finally, it
is important to note that our methods are not restricted to
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pure IDPs like monomeric «S, but can be applied to disor-
dered regions of folded proteins or ordered aggregates
such as the N- and C-terminal regions of fibrillar «S (58,59).

SUPPORTING MATERIAL
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tables are available at http://www.biophysj.org/biophysj/supplemental/
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General Information:

Materials: E. coli BL21(DE3) cells were purchased from Stratagene (La Jolla, CA, USA). Milli-
Q filtered (18 M€2) water was used for all solutions (Millipore; Billerica, MA, USA). Bradford
reagent assay kits were purchased from BioRAD (Hercules, CA, USA). The unnatural amino acid
p-cyanophenylalanine was purchased from PepTech (Bedford, MA, USA; Cat. # AL240-2).
Fluorescein-5-maleimide (Fam) was purchased from TCI America (Portland, OR, USA; Cat. #
F0810); carboxytetramethylrhodamine-5-azide (Raz) was ordered from Lumiprobe (Hallendale
Beach, FL, USA; Cat # D7130) and AlexaFluor488 maleimide, C5 isomer, was purchased from
ThermoFisher Scientific (Pittsburgh, PA, USA; Cat. # A10254). O-Propargyltyrosine (Ppy) was
synthesized as previously described(1). Amicon Ultra centrifugal filter units (3 kDa MWCO) were
purchased from EMD Millipore. All other reagents and solvents were purchased from Fisher
Scientific (Pittsburgh, PA, USA) or Sigma-Aldrich unless otherwise specified. DNA sequencing
was performed at the University of Pennsylvania DNA sequencing facility.

Instruments: Matrix assisted laser desorption/ionization with time-of-flight detector (MALDI-
TOF) mass spectra were acquired on a Bruker Ultraflex III instrument (Billerica, MA, USA). UV-
Vis absorption spectra were acquired on a Hewlett-Packard 8452A diode array spectrophotometer
(currently Agilent Technologies; Santa Clara, CA, USA). Fluorescence spectra were collected on
a Photon Technologies International (PTI) QuantaMaster40 fluorometer (currently Horiba
Scientific, Edison, NJ, USA). Details regarding the fluorescence correlation spectroscopy (FCS)
equipment are contained within the FCS Measurements section of the SI. Atomic force microscopy
(AFM) measurements were made using a Keysight 5500 AFM instrument (Keysight Technologies;
Santa Rosa, CA, USA) equipped with a closed-loop scanner.
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Protein Synthesis

DNA Oligomers Used for aS Quikchange Mutagenesis:
Mutation Direction  Primer Sequence

Y39F Forward 5'-GGA AAG ACA AAA GAG GGT GTT CTC TTT GTA GGC TCC AAA-3'
Reverse 5-TTT GGA GCC TAC AAA GAG AACACC CTC TTT TGT CTT TCC-3'

Y125F Forward 5-GGA TCC TGA CAATGA GGC TTT TGA AAT GCC TTC TGA-3'
Reverse 5'-TCA GAA GGC ATT TCA AAAGCC TCATTG TCA GGA TCC-3'

Y133F-Y136F Forward 5'-CCT TCT GGA GAA GGG TTT CAA GAC TTC GAA CCT GAA GCC-3'
Reverse 5-GGC TTC AAG TTC GAA GTC TTG AAA CCC TTC CTC AGA AGG-3'

Y24W Forward 5-TCT GCC ACACCC CAT TTG GTT TTC TCA GCA GCA GCC A-3'
Reverse 5-TGG CTG CTG CTG AGA AAA CCA AAT GGG GTG TGG CAG A-3'

Y39W Forward 5'-ACA AAA GAG GGT GTT CTC TGG GTA GGC TCC AAA ACC AAG G-3'
Reverse 5-CCTTGG TTT TGG AGC CTA CCC AGA GAACAC CCTCTTTTG T-3'

Q62w Forward 5-TGC TCC TCC AAC ATT TGT CAC CCACTC TTT GGT CTT CTC AGC CAC-3'
Reverse 5-GTG GCT GAG AAG ACC AAA GAG TGG GTG ACA AAT GTT GGA GGA GCA-3'

Q79W Forward 5'-CTC CCT CCACTG TCT TCC AGG CTA CTG CTG TCA CAC-3'
Reverse 5'-GTG TGA CAG CAG TAG CCT GGA AGA CAG TGG AGG GAG-3'

F94W Forward 5-TGC AGC AGC CAC TGG CTG GGT CAA AAA GGA CCAGTT C-3'
Reverse 5-CAACTG GTC CTT TTT GAC CCA GCC AGT GGC TGC TGC A-3'

Y125W Forward 5'-GAT CCT GAC AAT GAG GCT TGG GAA ATG CCT TCT GAG GAA G-3'
Reverse 5-CTT CCT CAG AGG GCA TTT CCC AAG CCT CAT TGT CAG GAT C-3'

Y39TAG Forward 5'-AAA AGA GGG TGT TCT CTA GGT AGG TCT CAA AAC CAA G-3'
Reverse 5-CTT GGT TTT GGA GCC TAC CTA GAG AAC ACC CTC TTT T-3'

FO4TAG Forward 5'-GCA TTG CAG CAG CCA CTG GCT AGG TCA AAA AGG ACC AGT TGG G-3'
Reverse 5'-CCC AAC TGG TCC TTT TTG ACC TAG CCA GTG GCT GCA ATG C-3'

Y125TAG Forward 5'-CCT GAC AAT GAG GCT TAG GAA ATG CCT TCT GAG GA-3'
Reverse 5'-TCC TCA GAA GGC ATT TCC TAAGCC TCATTG TCA GG -3'

Y133F-

Y136TAG Forward 5-TGC CTT CTG AGG AAG GGT TTC AAG ACT AGG AAC C-3'

Reverse 5'-GGT TCC TAG TCT TGA AAC CCT TCC TCA GAA GGC A-3'

All of constructs and primers required for production of the Fam-Raz library have been previously
reported. The construct containing the Y136TAG mutation, primers for all of Cys mutation primers

have also been previously reported (2-4).
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General Expression Protocol for aS-intein-Hg Fusion Proteins: A pTXB1 plasmid encoding
for the aS-intein-H, fusion protein was transformed into E. coli BL21-Gold (DE3) cells. The DNA
GyrA intein from Mxe fusion construct has been previously reported (4). Transformed cells were
selected based on ampicillin (Amp) (100 mg/L) resistance, encoded on the pTXB1 plasmid
containing the protein of interest. Single colonies were selected and used to inoculate 5 mL primary
cultures of LB media, and were grown at 37 °C, shaking at 250 rpm in the presence of 100 pg/mL
Amp. A secondary culture of LB media containing 100 mg/L. Amp was inoculated with a single
saturated primary culture, and was grown at 37 °C while shaking at 250 rpm. After reaching an
ODy,, 0of 0.7-1.0, 0.5 mM isopropyl B-D-1-thiogalactopyranoside (IPTG) was added to the culture
to induce expression. Following induction the culture continued to grow overnight at 18 °C

overnight.

Expression of aS-intein-H; Proteins Containing Unnatural Amino Acids: The procedure for
the expression of mutants containing Cnf or Ppy was identical to the general protocol above with
the following noted exceptions. The pTXB1 plasmid coding for the protein of interest contained
an amber stop codon (TAG) at the intended site for unnatural amino acid introduction was co-
transformed with a plasmid encoding a pDULE2-pFX plasmid containing an orthogonal aminoacyl
synthetase/tRNA pair (4). pDULE2-pFX encodes streptomycin (Strep) resistance, and cells
containing both plasmids were selected for based on Strep (100mg/L) resistance in addition to
Amp resistance. Primary cultures were also grown in the presence of both Strep (100 pg/mL) and
Amp (100 pg/mL). In place of LB, secondary cultures were grown in M9 minimal media
containing 6 g Na,HPO,, 3 g KH,PO,, 0.5 g NaCl and 1 mL of 2 M MgSO,, 1 mL of Img/mL
FeCl, (in 1.0 M HCI), 1 mL of 15 mg/mL, 2 mL of 10% Yeast Extract, 12.5 mL 40% glucose (w/v)
in 1L of autoclaved water, along with 100 mg/L Amp and 100 mg/L Strep. Lastly, once the
secondary culture reached an OD,, of 0.7-1.0, 0.8 mM of the unnatural amino acid was added to

culture prior to induction with IPTG. Expression was performed overnight at 18 °C.

General Purification Protocol for Cnf-Trp containing oS-intein-H; Fusion Proteins: Cells
were harvested via centrifugation at 5000 rpm for 20 minutes at 4 °C with a GS3 rotor on a Sorvall
RC-5 centrifuge. The supernatant was decanted away from the cell pellet, and the pellet was
resuspended in 20 mL resuspension buffer containing 40 mM Tris, 5 mM EDTA, pH 8.3 and a

protease inhibitor tablet (Roche cOmplete mini tabs, EDTA free). Cells were lysed by sonication

S4



at an amplitude of 30 for 5 minutes with 1 second on 1 second off. Lysate was subsequently
centrifuged at 14000 rpm for 20 minutes using an SS-34 rotor on a Sorvall RC-5 centrifuge. His
tagged protein was isolated from the supernatant via nickel affinity. Ni-NTA resin (3 mL CV) was
incubated with the supernatant on ice for 1 hour. Following incubation the mixture was loaded into
a fritted column, and the lysate was drained. The resin was initially washed with 15 mL of 50 mM
HEPES, pH 7.5 followed by 20 mL of 50 mM HEPES, 5 mM imidazole, pH 7.5, prior to elution
of the protein of interest with 12 mL of 50 mM HEPES, 300 mM imidazole, pH 7.5. Cleavage of
the intein was performed via addition of 3-mecaptoethanol (BME) to a final concentration of 200
mM and incubation at room temperature for 18 hours on a rotisserie. Following cleavage of the
intein, removal of imidazole and BME was facilitated by dialysis into 20 mM tris base pH 8.0 at 4
°C overnight. The undesired intein was removed by a second Ni column (3 mL CV). The flow
though containing the protein of interest was collected after 1 hour incubation with the Ni resin on

ice.

General Labeling Protocol for Fam-Raz containing aS-intein-H, Fusion Proteins: oS variants
containing Cys and/or Ppy were expressed as described above and purified by Ni-NTA affinity.
Following the second purification subsequent to intein cleavage, the desired protein was dialyzed
into 20 mM Tris, pH 8.0 overnight at 4 °C. The protein was then labeled in this semi-crude state
in one (donor-only or acceptor-only) or two (doubly-labeled) labeling steps as described below.
Proteins lacking an unnatural amino acid (aS-Cys) were quantified by UV-Vis spectroscopy using
€5 = 5120 M™' cm™ with the exception of aS-Cys, s, which was quantified using €,,, = 3840 M
cm’ (5). Protein variants containing Ppy were quantified using the BCA assay with bovine serum
albumin (BSA) standards generated by two-fold serial dilution in water from 2 mg/mL to 0.125
mg/mL. Labeling reactions of proteins containing Cys were carried out by addition of
BondBreaker® TCEP solution to a final concentration of 1 mM and incubation at room
temperature for 10-15 minutes. Following this time, fluorescein-5-maleimide (Fam) was added
from a 25 mM stock in DMSO to a final concentration equal to five-fold excess relative to protein
(typical dye concentration was ~500-800 xM). The labeling reaction was shielded from light by
wrapping in aluminum foil and incubated at 37 °C. The labeling reaction was monitored by
MALDI-TOF MS following 5-fold dilution of the reaction into water. Following complete
disappearance of unlabeled protein as determined by MALDI, the labeled product was dialyzed
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overnight at 4 °C in 20 mM Tris pH 8.0. Proteins containing Ppy were labeled via copper(I)
catalyzed azide-alkyne cycloaddition as described below; doubly-labeled proteins were first
labeled with Fam as described above and subsequently by Raz. Azide-alkyne labeling reactions
were performed by preparation of copper(I)-tris(3-hydroxypropyltriazolylmethyl)amine (THPTA)
catalyst mixture by using 80 mM CuSO, in water (1.25 yL/mL protein solution) to which was
added 50 mM THPTA in water (30 yL/mL protein solution) and then 100 mM sodium ascorbate
in water (30 uL/mL protein solution). This solution was incubated at room temperature for 10-15
minutes prior to addition to the protein solution. Protein was labeled by addition of five equivalents
of Raz from a 50 mM stock in DMSO (typical dye concentrations were ~300-500 xM), followed
by addition of the Cu(I) catalyst mixture. Labeling reactions were then shielded from light and
incubated at 37 °C and reaction progress monitored by MALDI-TOF MS following 5-fold dilution
of the reaction in water. Upon completion of the reaction, the labeled product was dialyzed into 20

mM Tris pH 8.0 overnight at 4 °C to remove excess dye.

Purification Protocol for All aS Proteins: All proteins were then purified by anion-exchange
chromatography on an AKTA FPLC system using HiTrap Q HP columns and elution between 20
mM Tris pH 8.0 (buffer A) and 20 mM Tris, 1 M NaCl pH 8.0 (buffer B). Fractions containing the
desired protein were identified by MALDI-TOF MS and were pooled. All proteins from the Fam-
Raz library as well as poorly expressing member of the Cnf-Trp library were concentrated using
Amicon Ultra 3 kDa filters to a total volume of < 1 mL. Further purification was then performed
using a Varian HPLC system and a Vydac C4 TP reverse-phase semi-preparative column with a
flow rate of 4 mL/min and gradient between 0.1% TFA in water (solvent A) and 0.1% TFA in
acetonitrile (solvent B). Fractions containing the desired product were identified by MALDI-TOF
MS and judged to be of high purity were combined and diluted a minimum of 5-fold by addition
of 20 mM Tris, 100 mM NaCl pH 7.5 and subsequently concentrated via Amicon pLtra 3 kDa
centrifugal filters to a total volume of < 5 mL, diluted 3-5 fold and re-concentrated; the final
dilution and concentration was repeated twice. All proteins were then assessed for purity and

integrity of the fluorescent label by MALDI-TOF analysis of whole protein and tryptic fragments.
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Protein Library Characterization

Table S1. MALDI Masses from Cnf-Trp Library

Full Length Tyrpsin Digest
Construct Exp. [M+H]+ Obs. [M+H]+ Fragment [ﬂﬁrﬂl‘* Obs. [M+H]+ Exp. [M+Na]+ Obs. [M+Na]+
aS-Cnf*?® 14421 14422 4 35-43 960.5 960.7 982.5 982.7
aS-Cnf* 14421 14421.4 81-96 1504.7 1504.0 1526.7 1526.0
aS-Cnf'?® 14421 14421.7 103-140 4266.4 4265.9 4288.4 4287.9
aS-Cnf'®® 14421 14421 103-140 4266.4 4265.9 4288.4 42387.9
aS-Trp* 14454 14455.6 24-32 888.5 888.6 910.5 910.6
aS-Trp* 14435 14434.7 35-43 974.5 974.8 996.5 996.8
aS-Trp®? 14454 14454 61-80 1986.1 1986.5 2008.1 2008.5
aS-Trp™ 14454 14454.3 61-80 1986.1 1986.4 2008.1 2008.4
aS-Trp™ 14435 14435.4 81-96 1517.8 1518.1 1539.8 1540.1
aS-Trp'®® 14435 14434.8 103-140 4280.5 4280.0 43025 4302.0
aS-Cnfe-Trp?* 14479 14479.5 35-43 960.5 960.7 982.5 982.7
24-32 888.5 8887 910.5 910.7
aS-Cnf-Trp®? 14479 14480.1 35-43 960.5 960.7 9825 982.7
61-80 1986.1 1986.4 20081 2008.4
aS-Cnf-Trp™ 14479 14479.3 35-43 960.5 960.7 982.5 982.7
61-80 1986.1 1986.4 2008.1 2008.4
aS-Cnfe-Trp% 14460 14461.6 35-43 960.5 960.7 9825 982.7
81-96 1517.8 1518.1 1539.8 1540.1
aS-Cnf4-Trp? 14479 144380.2 81-96 1504.7 1504.1 1526.7 1526.0
24-32 888.5 888.6 910.5 910.6
aS-Cnf*-Trp*® 14460 14461.4 81-97 1504.7 1504.1 1526.7 1526.0
35-43 974.5 974.7 996.5 996.7
aS-C:nf’“-Trp62 14479 14480.1 81-98 1504.7 1504.1 1526.7 1526.1
61-80 1986.1 1986.4 20081 2008.4
aS-Cnf4-Trp™ 14479 14480.1 81-99 1504.7 1504.1 1526.7 1526.1
61-80 1986.1 1986.4 2008.1 2008.4
aS-Cnf'#-Trp?* 14479 144801 103-140 4266.4 4268.7 4288.4 4290.7
24-32 888.5 888.6 910.5 910.6
aS-Cnf'%-Trp*® 14460 14461.5 103-140 4266.4 4265.8 4288.4 4287.8
35-43 974.5 974.7 996.5 996.7
aS-Cnf'%-Trp®? 14479 14479.6 103-140 4266.4 4265.3 4288.4 4287.3
61-80 1986.1 1986.4 2008.1 2008.4
aS-Cnf'25-Trp™ 14479 14480 103-140 4266.4 4265.5 4288.4 4287.5
61-80 1986.1 1986.4 2008.1 2008.4
t:ls-('.‘m‘”s-Tr[:l"i 14460 14460 103-140 4266.4 4265.7 4288 .4 4287.7
81-96 1517.8 1518.1 1539.8 1540.0
aS-Cnf'%.Trp? 14479 14478.5 103-140 4266.4 42659 4288.4 4287 .9
24-32 8885 888.6 910.5 910.6
aS-Cnf'*e-Trp*® 14460 14460.9 103-140 4266.4 4266.2 4288.4 4288.2
35-43 974.5 974.7 996.5 996.7
aS-Cnf'%.Trp® 14460 14461.6 103-140 4266.4 4265.5 4288.4 4287.5
81-96 1517.8 1518.1 1539.8 1540.1

aS-Cnf'*-Trp'% 14460 14460.9 103-140 4305.5 4304.8 4327.5 4326.8
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Figure S1: MALDI Spectra of Full-Length Cnf-Trp Constructs. Plots show aS-Cnf°° (top left), aS-Cnf** (top
right), aS-Cnf'® (upper middle left), aS-Cnf'*® (upper middle right), (J(S—Trp24 (lower middle left), (J(S—Trp39
(lower middle right), aS-Trp® (bottom left) and aS-Trp™ (bottom right). On each plot the matrix adduct is
noted with *.
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Figure S2: MALDI Spectra of Full-Length Cnf-Trp Constructs. Plots show O(S—Trp94 (top left), (J(S—Trp125 (top
right), O(S-CnfSQ—Trp24 (upper middle left), <J(S—Cnf‘°’9—Trp62 (upper middle right), <J(S—Cnf39—Trp79 (lower middle
left), aS-Cnf-Trp* (lower middle right), aS-Cnf*-Trp** (bottom left) and aS-Cnf**-Trp* (bottom right). On
each plot the matrix adduct is noted with *.
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Figure S3: MALDI Spectra of Full-Length Cnf-Trp Constructs. Plots show cn(S—Cnfg“—Trp62 (top left), aS-
Cnf94—Trp79 (top right), O(S—Cnfm‘:’—Trp24 (upper middle left), aS <J(S—Cnf125—Trp39 (upper middle right), aS-
Cnf'®-Trp® (lower middle left), aS-Cnf'*-Trp™ (lower middle right), aS-Cnf'*-Trp* (bottom left) and aS-
Cnf"*-Trp* (bottom right). On each plot the matrix adduct is noted with *.
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Figure S5: MALDI Spectra of Trypsin Digests of Cnf-Trp Constructs. Plots show Cnf containing fragments
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Figure S6: MALDI Spectra of Trypsin Digests of Cnf-Trp Constructs. Plots show Trp containing fragment
of aS-Trp'?® (top left), Cnf (top right) and Trp (upper middle left) containing fragments of aS-Cnf°-Trp?, Cnf
(upper middle right) and Trp (lower middle left) containing fragments of aS-Cnf-Trp®, Cnf (lower middle
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Trp* (bottom right). On each plot the M+H mass of the fragment of interest is indicated with * while M+Na
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Figure S7: MALDI Spectra of Trypsin Digests of Cnf-Trp Constructs. Plots show Trp containing fragment
of (J(S-Cnf?’g—Trp94 (top left), Cnf (top right) and Trp (upper middle left) containing fragments of aS-Cnf**-
Trp24, Cnf (upper middle right) and Trp (lower middle left) containing fragments of aS—Cnf94—Trp39, Cnf (lower
middle right) and Trp (bottom left) containing fragments of cn(S-Cnfg"—Trp62 and Cnf containing fragment of
(J(S-Cnfg"—Trp79 (bottom right). On each plot the M+H mass of the fragment of interest is indicated with *
while M+Na masses are indicated with **.
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Figure S8: MALDI Spectra of Trypsin Digests of Cnf-Trp Constructs. Plots show Trp containing fragment
of O(S-Cnfg“—Trp79 (top left), Cnf (top right) and Trp (upper middle left) containing fragments of aS-Cnf'?-
Trp®*, Cnf (upper middle right) and Trp (lower middle left) containing fragments of aS-Cnf'?*-Trp®, Cnf
(lower middle right) and Trp (bottom left) containing fragments of aS-Cnf'?*-Trp® and Cnf containing
fragment of aS-Cnf'?-Trp™ (bottom right). On each plot the M+H mass of the fragment of interest is
indicated with * while M+Na masses are indicated with **.
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Figure S9: MALDI Spectra of Trypsin Digests of Cnf-Trp Constructs. Plots show Trp containing fragment
of (J(S—Cnfm‘:’—Trp79 (top left), Cnf (top right) and Trp (upper middle left) containing fragments of aS-Cnf'?-
Trp*, Cnf (upper middle right) and Trp (lower middle left) containing fragments of aS-Cnf'**-Trp*, Cnf
(lower middle right) and Trp (bottom left) containing fragments of aS-Cnf'®*-Trp* and Cnf containing
fragment of aS-Cnf'*-Trp® (bottom right). On each plot the M+H mass of the fragment of interest is
indicated with * while M+Na masses are indicated with **.
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the M+H mass of the fragment of interest is indicated with * while M+Na masses are indicated with **.

Table S2. MALDI Masses from Fam-Raz Library

(top right). On each plot

Full Length Tyrpsin Digest
Construct Exp. [M#H]+ Obs. [M+H]+  Fragment EXP. ObS. £y p. [M#NaJ+ Obs. [M+Na]+
[M+H]+ [M+H]+

aS-Raz* 15027 15027.8 81-96 2044.0 2046.6 2066.0 2068.6
aS-Raz'%* 15011 15013.3 103-140 4839.0 4837.4 4861.0 4859.4
aS-Fam®-Raz'* 15474 15475.1 7-10 865.3 865.9 887.3 887.9
103-140 4839.0 4837.1 4861.0 4859.1
aS-Fam®-Raz®* 15488 15488.1 7-10 865.3 865.6 887.3 887.6
81-96 2044.0 2044.6 2066.0 2066.6
aS-Fam?*-Raz* 15447 15450.7 24-32 1250.5 1250.3 1272.4 1272.3
81-96 2044.0 2044.8 2066.0 2066.8
aS-Fam*-Raz** 15488 15490.1 35-43 1412.6 1413.7 1434.6 1435.7
81-96 2044.0 2045.3 2066.0 2067.3
aS-Fam®2.Raz* 15447 154485 61-80 23481 - 23701 23717
81-96 2044.0 2046.4 2066.0 2068.4
aS-Fam®’-Raz* 15488 15488.4 81-96 25051 2506.6 2527.0 2528.6
aS-Fam''*-Raz® 15446 15446.5 103-140 4704.8 - 4726.8 4728.8
81-96 2044.0 2046.4 2066.0 2068.4
aS-Fam'?-Raz® 15446 15446.1 103-140 4704.8 - 4726.8 4728.9
81-96 2044.0 2046.4 2066.0 2068.4
aS-Fam'%-Raz% 15410 15413.8 103-140 4668.8 - 4690.7 4694.8
81-96 2044.0 2046.4 2066.0 2068.4
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Figure S11: MALDI Spectra of Full-Length Fam-Raz Constructs. Plots show aS-Fam®-Raz™ (top left), aS-
Fam®-Raz* (top right), aS-Fam**-Raz* (upper middle left), aS-Fam®-Raz™ (upper middle right), aS-
Fam®-Raz™ (lower middle left), aS-Fam'"*-Raz* (lower middle right), aS-Fam'*-Raz™ (bottom left) and
aS-Fam'**-Raz* (bottom right). On each plot the matrix adduct is noted with *.
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Figure S$12: MALDI Spectra of Full-Length Fam-Raz Constructs. Plot shows aS-Fam®-Raz'* with the
matrix adduct is noted with *.

All single Fam and Raz labeled constructs have been previously reported (3, 4).
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Figure S13: MALDI Spectra of Tryspin Digests of Fam-Raz Constructs. Plots show Fam (top left) and Raz
(top right) containing fragments of aS-Fam®-Raz*, Fam (upper middle left) and Raz (upper middle right)
containing fragments of aS-Fam*-Raz*, Fam (lower middle left) and Raz (lower middle right) containing
fragments of aS-Fam**-Raz® and Fam (bottom left) and Raz (bottom right) containing fragments of aS-
Fam®-Raz”. On each plot the M+H mass of the fragment of interest is indicated with * while M+Na masses
are indicated with **.
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Figure S14: MALDI Spectra of Tryspin Digests of Fam-Raz Constructs. Plots show Fam and Raz containing
fragement of aS-Fam®-Raz™ (top left), Fam (top right) and Raz (upper middle left) containing fragments of
aS-Fam'"“-Raz™, Fam (upper middle rightt) and Raz (lower middle left) containing fragments of aS-Fam'*-
Raz*, Fam (lower middle right) and Raz (bottom left) containing fragments of aS-Fam'-Raz* and Fam
containing fragment of aS-Fam®-Raz'® (bottom right). On each plot the M+H mass of the fragment of
interest is indicated with * while M+Na masses are indicated with **.
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Figure S15: MALDI Spectra of Tryspin Digest of Fam-Raz Construct. Plots show Raz containing fragement
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indicated with **.
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Figure S16: MALDI Spectra of Full-Length AF488 Constructs. Plots show aS-AF488° (left) and oS-
AF488"" (right). On each plot the matrix adduct is indicated with * while unlabeled Cys protein is indicated

with **.

The aS-AF488' construct has been previously reported (6).
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FRET Data Collection and Analysis

TMAO Assay: All labeled aS variants were dialyzed into 20 mM tris, 100 mM NaCl, pH 7.5.
Buffers containing TMAO were also prepared with 20 mM tris, 100 mM NaCl, and the pH was
adjusted to 7.5 following the addition of TMAO. Concentrations for the Cnf-Trp library was
determined using the Sigma-Aldrich FluoroProfile Quantification Kit, while concentrations for
Fam-Raz constructs were determined via UV-Vis absorbance. Steady-state measurements for the
Cnf-Trp library and time correlated single photon counting (TCSPC) measurements of the Fam-
Raz library were performed at 1 uM, while steady-state measurements for the Fam-Raz library
were performed at 100 nm. Prior to each measurement, labeled protein was mixed with TMAO
containing buffer and briefly vortexed. Measurements were taken in triplicate at final
concentrations of 0,2 and 4 M TMAO at 20 °C. Steady-state measurements for the Cnf-Trp library
were collected with an excitation of 240 nm over an emission range of 275 - 410 nm with excitation
and emission slits set to 5 nm and 1 nm step size collecting for 0.75 seconds per step, exciting
primary the Cnf fluorophore. Spectra were collected for direct excitation of Trp with an excitation
of 280 nm over an emission range of 310 - 410 nm with excitation and emission slits set to 5 nm
and 1 nm step size collecting for 0.75 seconds per step. Measurements of the Fam-Raz library were
collected with an excitation of 486 nm over an emission range of 495 - 700 nm with excitation and
emission slits set to 5 nm and 1 nm step size collecting for 0.25 seconds per step. Direct excitation
of Raz was performed by exciting at 555 and measuring over an emission range of 565 - 700 nm

with a 1 nm step size and a collection time of 0.25 seconds per step.

All TCSPC measurements of fluorescence lifetime decays were collected using a pulsed
LED with a maximum emission at 486 nm. Fluorescence was collected at 515 nm with the slit
widths adjusted for each measurement to keep the ACD value between 1 - 3 % of the SYNC value.
The instrument response function (IRF) was collected for each slit width used for collection. For
these experiments labeled aS was mixed with TMAO containing buffer to final protein
concentrations of 2 uM and 0, 2 or 4 M TMAO. Additionally, formation of aggregates in buffer
or TMAO were assayed by mixing single-labeled aS containing FAM and single-labeled oS
containing Raz in equimolar concentrations with a final protein concentration of 2 uM in 0, 2 and

4 M TMAO.
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Fitting Steady-State Data: Following data collection, the single labeled spectra were used to
quantify the degree of energy transfer. First, the spectral overlap of the donor and acceptor were
deconvoluted by fitting the double labeled spectrum with the linear sum of the individual donor
and acceptor-labeled spectra. Fitting was performed by minimizing the total least squared

difference using the Excel Solver feature to adjust the constants A and B:

Z(I(/I)DA - Al(ﬂ’)D - BI(X“)A )2 — min (Eq. 1)

A
1(2),, = AI(1), +BI(1), (Eq.Sl)

Here, I(A)p4, I(4), and I(1), are the wavelength dependent fluorescence intensities of the double-
labeled, single labeled protein containing the donor, and single-labeled protein containing the
acceptor fluorophore, respectively. Solutions to Eq. S1 were obtained by utilizing the Excel Solver
functionality. This procedure was performed at each TMAO concentration, thus accounting for
any changes in quantum yield or spectral shifting. The linear contributions of the single-labeled
construct containing the donor only, A, and the contribution from the single-labeled construct
containing the acceptor only, B, were both used to independently calculate the Ege through Eq.

S2 and S3 and combined in a weighted average via Eq. S4:

E,=(1-A) (Eq. S2)
E,=(B —1)2—/* (Eq. S3)
D
-1
E, E
Eper = (L + ij (_D + _AJ (Eq. S4)
SD SA SD SA

In Egs. S2-S4, E,, and E, are E,.; values calculated from the donor and acceptor weights
respectively. Additionally, Eq. S3 requires ratio of the extinction coefficient for the acceptor, €,,
to the donor, €, which are detailed in Tables S3a and S3b and have been determined from the
absorption spectrum of each fluorophores scaled using published extinction coefficients (Cnf
€,,0=13,921 M'cm" (7), Trp £,,,=5700 M''cm™ (7), FAM ¢£,,=68,000 M'cm" (8) and Raz
€555=87,000 M''cm™ as indicated by the manufacturer) . The E,, values from the donor and

acceptor were then used to compute a weighted average E,,.; value by using the inverse of the
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experimental error to weight each E ., value, where S, and S, represent the donor and acceptor

propagated error respectively.

Sy=Ax (s, xB/1, P +(s, /1,F +(s,, x(1p —Bx1,)/13) (Eq. S5)

Sy =Bx (S, xS/1,F+(s, /1, F+(s, x(1y - Aax1,)/12) (Eq. S6)

1 1
SEFRET = \/5 ——t (Eq. S7)
S, Sp

Lastly, Sgrxer represents the propagated error of the calculated weighted average E,,; value.
Accurate calculation of R, was required for calculation of interresidue distances from the

determined E,;,. R, was calculated using the equation:

RS =(01n(10)c*® 7 )/(1287° N ,n*) (Eq. S8)

Here, N, is Avogadro's number, ° is the dipole orientation factor, approximated at 2/3, ®,, is the
quantum yield of the donor, J is the spectral overlap integral between the emission of the donor
and the absorbance of the acceptor and » is the refractive index of the medium. The overlap integral
of the donor fluorescence and acceptor absorbance spectra for each fluorophore pair was
determined empirically from the absorbance and emission spectra of the free fluorophores in buffer
through application of the integral:

o0

J=[£,(2)e,(2)2dA (Eq. $9)
0
where f,,(A) is the normalized donor emission, &,(4) is the molar extinction coefficient of the
acceptor, at each wavelength (4). The normalized donor emission is given by:

Fy(4)

£>(2) (Eq. S10)

) TFD(/i)d/l

where F,(4) is the fluorescence emission spectrum of the donor dye. Following determination of

R, average distance values from the polymer scaled Forster equation (Eq. 2), using either Eq 3 or
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Eq 4 to determine P,(r.x)), along with the associated error and constraint weights for each

constraining function, were determined in Wolfram Mathematica.
EFRET :ZRI(F’X)/(I_*_(”/RO)()) (Eq‘ 2)

3 " 37
P](r,x)=4717f(2 2) exp{—ax—zJ (Eq.3)

Fluorescence measurements of labeled proteins have shown that the quantum yield is
sensitive to the local environment, as well as TMAO concentration. Therefore, changes in
quantum yield must also be taken into account to effectively determine R, via Eq. S8. The quantum
yield was calculated by fitting the emission spectrum of the free fluorophore in buffer, without
TMAO, to the emission spectrum of each labeled analog at each concentration of TMAO, again

using a linear least squared difference approach.

M1, -cx1,, (Eq.S11)

A

The sum in Eq. S11 was minimized using the Excel solver function by adjusting the constant, C.
Here, I}, and I, represent the sum of the fluorescence intensity over all wavelengths of the labeled

protein and the free fluorophore, respectively. The donor quantum yield is then defined as:

D, =Cxd, (Eq. S12)

where @, is the quantum yield of the free fluorophore. By using this empirically adjusted quantum
yield in the calculation of R,, we effectively reduce inaccuracies in the determined
interchromophore distance arising from changes in quantum yield. Lastly, the distance of interest,

R, is determined from the above variables as described in the main text.

Finally, error was propagated through the calculation of the interprobe distance. This was
performed by determining the inverse function of P, (r.x), here represented as F(E ), using

Wolfram Mathematica as shown in Eq. S13.
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F(E ey )= P, (r.x) (Eq. S13)

The error is then simply propagated following the determination of the partial derivative of P,

n

"(Eprer) With respect to the Ej ., variable as shown in Eq. S14.

S pistance =S ErrET X M (Eq. S14)
éEFRET
Fitting Lifetime Data: Lifetime data were fit using PowerFit10 distributed by PTI. Each decay
was fit to a single or double exponential decay where the time regime was selected to minimize
the chi-squared values and the residuals. E,.; was determined from 1-(tp,/t,) where 1, and T,
are the lifetimes for double-labeled and donor-only constructs respectively. For biexponential

decays both the amplitude average and the intensity average lifetimes were used to calculate Ezy

values for comparison to the E,. values extracted from steady-state measurement.
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Steady-state Fluorescence Spectra and Fitting
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Figure $17: Steady-state Fluorescence Spectra of aS-Cnf>*-Trp**. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure $18: Steady-state Fluorescence Spectra of aS-Cnf>*-Trp®. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure $19: Steady-state Fluorescence Spectra of aS-Cnf>*-Trp”®. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure $20: Steady-state Fluorescence Spectra of aS-Cnf>*-Trp®*. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure $21: Steady-state Fluorescence Spectra of aS-Cnf**-Trp**. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure $22: Steady-state Fluorescence Spectra of aS-Cnf**-Trp>. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure S23: Steady-state Fluorescence Spectra of aS-Cnf**-Trp®’. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum

along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure S24: Steady-state Fluorescence Spectra of aS-Cnf**-Trp”®. Plots show background subtracted data

(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure $25: Steady-state Fluorescence Spectra of aS-Cnf'*>-Trp®*. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure $26: Steady-state Fluorescence Spectra of aS-Cnf'**>-Trp*°. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure S27: Steady-state Fluorescence of aS-Cnf'*-Trp®. Plots show background subtracted data (Left)
and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure $28: Steady-state Fluorescence Spectra of aS-Cnf'**>-Trp’®. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure $29: Steady-state Fluorescence Spectra of aS-Cnf
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(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum

along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure S$30: Steady-state Fluorescence Spectra of aS-Cnf'*°-Trp®*. Plots show background subtracted data

(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure $31: Steady-state Fluorescence Spectra of aS-Cnf'*°-Trp*°. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure $32: Steady-state Fluorescence Spectra of aS-Cnf'*°-Trp**. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure S$33: Steady-state Fluorescence Spectra of aS-Cnf'**-Trp'?®. Plots show background subtracted

data (Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Cnf (blue) and Trp (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Cnf (red dashed) and Trp (blue dashed) to the fit.
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Figure $34: Steady-state Fluorescence Spectra of aS-Fam®-Raz**. Plots show background subtracted data
(Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Fam (blue) and Raz (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Fam (red dashed) and Raz (blue dashed) to the fit.
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Figure S35: Steady-state Fluorescence Spectra of aS-Fam®-Raz'®. Plots show background subtracted

data (Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Fam (blue) and Raz (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Fam (red dashed) and Raz (blue dashed) to the fit.
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Figure S36: Steady-state Fluorescence Spectra of aS-Fam®*-Raz™. Plots show background subtracted
data (Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Fam (blue) and Raz (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Fam (red dashed) and Raz (blue dashed) to the fit.
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Figure S37: Steady-state Fluorescence Spectra of aS-Fam*-Raz™. Plots show background subtracted
data (Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Fam (blue) and Raz (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Fam (red dashed) and Raz (blue dashed) to the fit.
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Figure S38: Steady-state Fluorescence Spectra of aS-Fam®-Raz™. Plots show background subtracted
data (Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Fam (blue) and Raz (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Fam (red dashed) and Raz (blue dashed) to the fit.
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Figure S$39: Steady-state Fluorescence Spectra of aS-Fam®-Raz*. Plots show background subtracted
data (Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Fam (blue) and Raz (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Fam (red dashed) and Raz (blue dashed) to the fit.
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Figure S40: Steady-state Fluorescence Spectra of aS-Fam'"*-Raz™. Plots show background subtracted

data (Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Fam (blue) and Raz (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Fam (red dashed) and Raz (blue dashed) to the fit.
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Figure S41: Steady-state Fluorescence Spectra of aS-Fam'*-Raz™. Plots show background subtracted

data (Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Fam (blue) and Raz (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Fam (red dashed) and Raz (blue dashed) to the fit.
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Figure S42: Steady-state Fluorescence Spectra of aS-Fam'*-Raz™. Plots show background subtracted

data (Left) and fit data (Right) for 0, 2 and 4 M TMAO (Top-Bottom). Background substracted plots contain
cooresponding single-labeled Fam (blue) and Raz (red) labed aS along with the double-labeled potein
(black). Plots showing the fits contain the background subtacted double-labeled potein (black) spectrum
along with the fit (cyan dashed) and contributions of Fam (red dashed) and Raz (blue dashed) to the fit.
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Figure S43: Steady-state Fluorescence Spectra of Free Fluorophores. Plots show background subtracted
spectra of Cnf (top left), Trp (top right), Fam (bottom left) and Raz (bottom right) for 0 (blue), 2 (red) and 4
M TMAO (black).
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Figure S44: Distance from Polymer-Scaled Férster Equation. Plot show distances obtained from steady-
state derived Egger values through the Gaussian chain (GC) or semi-epirical (Pr) forms of the polymer-
scaled Forster equation. Plots are shown for data obtained in 0 M (left) and 2 M (right) TMAO.
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Table S3a. Steady-State FRET Fitting and Distance Determination
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Table S3b. Steady-State FRET Fitting and Distance Determination
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Fluorescence Lifetime Data and Fitting
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Figure S45: Intramolecular FRET Lifetime Decays and Fits. Plots show lifetime decays and fits of (Left)
aS—Famg—Razg“, (Middle) aS-Fam®-Raz'* and (Right) aS-Fam**-Raz* in (Top-Bottom) 0, 2 and 4 M TMAO.
Double-labeled constuct decays are shown in solid blue with associated single-labeled Fam constructs
shown in red with fits shown as dashed lines.
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Figure S46: Intramolecular FRET Lifetime Decays and Fits. Plots show lifetime decays and fits of (Left)
aS-Fam*-Raz™ (Middle) aS-Fam®-Raz'*® and (Right) aS-Fam®-Raz* in (Top-Bottom) 0, 2 and 4 M
TMAO. Double-labeled constuct decays are shown in solid blue with associated single-labeled Fam
constructs shown in red with fits shown as dashed lines.
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Figure S47: Intramolecular FRET Lifetime Decays and Fits. Plots show lifetime decays and fits of (Left)
aS-Fam'"-Raz™ (Middle) aS-Fam'*-Raz'* and (Right) aS-Fam'**-Raz®* in (Top-Bottom) 0, 2 and 4 M
TMAO. Double-labeled constuct decays are shown in solid blue with associated single-labeled Fam
constructs shown in red with fits shown as dashed lines.
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Figure S48: Intermolecular FRET Lifetime Decays and Fits. Plots show lifetime decays and fits of (Left)
aS-Fam® +aS-Raz* (Middle) aS-Fam® + aS-Raz'*® and (Right) aS-Fam* + aS-Raz® in (Top-Bottom) 0, 2
and 4 M TMAO. Decay of single-labeled Fam constuct decays are shown before (red) and after (blue) the
addition of the Raz containing construct with fits shown as dashed lines.
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Figure S49: Intermolecular FRET Lifetime Decays and Fits. Plots show lifetime decays and fits of (Left)
aS-Fam®” + aS-Raz™ (Middle) aS-Fam'™ + aS-Raz'*® and (Right) aS-Fam'® + aS-Raz® in (Top-Bottom)
0, 2 and 4 M TMAO. Decay of single-labeled Fam constuct decays are shown before (red) and after (blue)
the addition of the Raz containing construct with fits shown as dashed lines.
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Figure S50: Intermolecular FRET Lifetime Decays and Fits. Plots show lifetime decays and fits of aS-
Fam'® + aS-Raz™ in (Left-Right) 0, 2 and 4 M TMAO. Decay of single-labeled Fam constuct decays are
shown before (red) and after (blue) the addition of the Raz containing construct with fits shown as dashed

lines.
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Table S4a. TCSPC Data and Fitting
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Table S4b. TCSPC Data and Fitting

10-35¢°6 00+365C 00+39¥'1 10-3S6'C 10-350°9 €0-357'} ¥ 10-398°'8 ¥0-310°} F 10-30.°Z $0-369'S F 10-355'2 £0-300°) F00+36L€ WV

00+350°'L 00+36L'€ 00+36.'C - 00+300'} - Z0-36.'9 ¥ 10-318'6 - Z0-381'L F00+36L'C WZ r6Zed-SP

10-39/°6 00+3Z2°€ 00+3TLE - 00+300'} - 20-3¢6°'C ¥ 103628 - €0-3€9'6 F00+3ZLC WO +og RSP

L0-37€'6 00+365') 00+311'L 10-30§'S 10-305+ Z0-30€'T ¥ L0-36€'6 0-388'} F 10-3€T'Z 20-32¥'9 F 10-395'2 10-38)°} ¥00+309C WV

00+320°L 00+38L°€ 00+38L°¢ - 00+300'} . 20-301'¢ ¥ 10-35¢€'8 . Zo-3¢1'L F00+38L'E WT 16ZeY-Sh

00+320°} 00+385'€ 00+385°C - 00+300'} - 20-366°'S ¥ 10-366'8 - 20-320°) F00+385C WO +eg RSP

10-389'8 00+36€'} 00+3F0'} 10-366'9 10-310°C Z0-38% | ¥ 00+32} 1 €0-3Z6'C ¥ 10-39%' ) €0-351'6 F 10-361'8 20-3+9'T F00+30LC W¥

10-321'6 00+3S0v 00+3£0'¥ - 00+300'} - 20-3¥S'T ¥ 10-325L - 20-3¢t L F00+3S0F WT "Pzey-sp

00+31L1°L 00+300F 00+300'F - 00+300'} - 20-32/°) ¥ 10-32T L - 20-392'L ¥00+300% WO +ruied-so

00+390°} 00+3€FL  10-3¥g6 L0APL9 10-39Z°¢ €0-3€T°€ F 00+32T | #0-398°¢ F 10-355°) €0-381°} F 10-I.+' 2 €0-36L 7 F00+3IF8T WV

10-329'6 00+360'F 00+360F - 00+300'} - £0-351'6 ¥ 10-30L'9 - 20-310°L F00+360F WZT "zey-sn

10-390°6 00+3SL'F 00+3SL'¥ - 00+300°} - 20-305°) ¥ 10-316'9 - 20-3Z¢'L F00+3S5L'F WO +zduied-Sp

10-320°6 00+381') 10-380°6 L0-I¥T'8 10-39L°) €0-36S'T ¥ 00+3.€ ) ¥0-3CV'E F £0-389°L $0-310'6 F 1L0-316'2 €0-389°'L F00+3L0E WV

00+351'L 00+396'C  00+396'¢ - 00+300'1 - Z0-3ZV'L ¥ 10-316°'9 - €0-308'8 F00+396'C WZ r6Zed-SP

10-3€9°'8 00+366'C  00+366'C - 00+300'} - 20-3S€°T ¥ 103911 - 20-30¢'} F00+366'C WO +zWed-so

00+390'} 00+302C 00+31Z'}L 10-388'8 10-324'} 10-36€' L F 00+312°2€0-366'C F £0-38.°C 20-352' |1 F00+360' 100+ LS CF L0+360°L W

00+350°'} 00+386'C  00+386'¢ - 00+300'1 - z0-38L°L ¥ 10-3¥6°'9 - Z0-361'L F00+386'C WZ r6Ze-SP

00+3¢0°} 00+396'€ 00+396°C - 00+300'} - 20-3¢°L ¥ 10-30¥ L - 20-3T4'L F00+396'C WO +zed-SP

10-32g'8 10-399'8 10-380°/ 10-386°Z 10-320°C 10-350'} ¥ 00+35/°120-389'F F 10-39F° L 20-390'S F 10-32L'9 L0-ICHT F00+3L8L WV

L0-356'6 00+368'C 00+368°¢C - 00+300°} - 2o-3¢t'L ¥ 10-390°L - 20-380°L F00+368'C WT 16ZeY-Sh

00+390° L 00+3¥8'E  00+3¥8'E - 00+300'} - 20-3S1'S ¥ 10-3L6'L - 20-3TL'L F00+3P8C WO +eed-so

10-381'8 10-32€'9 10-369'S 103686 20-389') 10-38€'S F 00+359°G€0-366' F £0-3ZS'} 20-304°C F 10-308'S 10-3€9°6 F00+3L9C WV

00+350'} 00+314°) 00+3Z€}  10-39.°G  10-3¥T¥ 10-3+0° ) F 00+3€0°1 20-326' L F 10-3£9°'C 20-39€'+ F 10-3€5°6 20-ILG Y F00+35.C WZT

00+320'L 00+302'C 00+396') 10-36L'F 10-318'S 20-3¢6'} ¥ 10-3.5°L €0-328'9 ¥ 10-352'S 20-366'L F00+36€'L 20-300°) F00+38.C W0  reZldoglled-Sb

10-3¥9'6 10-352°S  10-3ST'S - 00+300'} . 10-3¢1°) ¥ 00+381'C - 20-390°L ¥ 10-35TS WV

00+360'} 00+3Z0°€ 00+3S€C L0-3ec’€ 10-3.9°9 Z0-306'¢ ¥ 10-395'8 €0-356'v ¥ 10-3v8'S Z0-I+0'C F00+32€ 1 20-380°) ¥00+328'C WZT

00+300°'} 00+3€0°C  00+359°C 1L0-3L0t 10-3€6'S T0-328'L F 10-36%'L 20-3TL'C ¥ 10-3L1'S 10-390° )L F00+318°120-396'G F00+398'¢ W0  reZldeczWed-So

10-319'8 10-356'F 10-3S6F - 00+300'} - 10-3Z1'C ¥ 00+3£9°C - 20-306°L ¥ 10-356F WV

10-38¢'6 10-3€96 10-36.9 10-3.9'8 10-3¢¥'} Z0-3S'6 F 00+3.5°1 €0-3/2°C F ¢0-386'¥ 20-304'L ¥ 10-310'9 2031’ L F00+3FL'E  WZT

00+3L0°L 00+350°L  10-31€'8  10-318'8  10-361'L Z0-318'} F 00+366'} $0-386'L F £0-322'9 €0-3¥¢'C F 10-395'2 20-388'| Fo0+35z'¢ W0  reZldrywed-sn

00+390°} 10-398F 10-398'F - 00+300'} - 20-30€'s ¥ 00+3P0°C - €0-36¥'9 F 10-398F WV

00+310'} 00+391'Z  10-3/€'8 10-361'S 10-318'F 10-389'¢ ¥ 00+315°C€0-Av1'9 F 10-3€8'C 20-3CL'E€ ¥ 10-3€8'4 20-3.G° ) ¥00+3L6'C€ WZT

00+360°'L 00+3€2Z 00+305 L 1L0-3Z0+ 10-386'S 10-306'} F 00+30+' L 20-3¥9' | ¥ 10-386°C 20-3.8°C F L0-3¥2 L 20-3ZH | F00+3r0y W0  re?BdsWed-S

10-391°6 00+3¥F'L  10-39¥'¢  10-309'9 10-30+'€ 10-396'S ¥ 00+3.+'€€0-3/5 L F 10-3Z 1) 20-36C'€ F 10-3S€'CT 20-38L'T F00+3LLE WV

L0-3¥2°6 00+36E'C 00+368C 10-39¥C 10-3p5L Z0-356'L F L0-31T¥ 20-3EC' L F 10-360°S 20-3p€'8 F00+325 1 20-IST'T F00+386'C  WZT

10-389°'8 00+390°C 00+3.5T 10-38L'v 10-328'S Z0-30¢'€ F 10-3.9°9 0-35T'} F 10-306'¢ 20-320°9 F00+3I 121 T0-ALT'C F00+320F WO 1628 d-zotlied-SD
X By cBagcduyy  zApsuaiu)  HAisue)ul zapnyduy tapmdwy 41 L ovIL pnpsuod

[4

S64



Table S5. Calculated Erget values from TCSPC

Intramolecular

Intermolecular

Construct TMAO EFRETamp EFRETin Construct TMAO EFRETamp EFRETint
aS-Fam?-Raz4 oM 0.18 0.18 aS-Fam? + oM 0.03 0.03
2M 0.33 0.27 aS-Raz%4 2M 0.02 0.02
4M 0.45 0.55 4M 0.57 0.55
aS-Fame?-Raz!3s oM 0.16 0.13 aS-Fam?4 + oM 0.01 0.01
2M 0.14 0.14 aS-Raz% 2M 0.01 0.01
4M 0.49 0.02 4M 0.14 -0.34
aS-Fam24-Raz%4 om 0.26 0.23 as-Fam,, + om 0.01 0.01
2M 0.47 0.35 aS-Raz® 2M 0.01 0.01
4M 0.69 0.66 4M 0.36 0.32
aS-Famd2-Raz%4 oM 0.34 0.28 aS-Fam, + oM 0.00 0.00
2M 0.58 0.39 aS-Raz9 2M 0.01 0.01
4M 0.60 0.60 4M 0.39 0.29
aS-Faméz-Raz®4 oM 0.38 0.26 aS-Fam, 4+ oM 0.01 0.01
2M 0.30 0.18 aS-Raz9 2M 0.01 0.01
4M 0.82 0.40 4M 0.50 0.37
aS-Famé7’-Razs4 oM 0.64 0.34 aS-Fam, 5 + oM 0.02 0.02
2M 0.80 0.48 aS-Raz% 2M 0.01 0.01
4M 0.70 0.76 4M 0.43 0.28
aS-Fam!14-Raz® oM 0.79 0.74 aS-Fam, ¢ + oM 0.01 0.01
2M 0.83 0.76 aS-Raz% 2M 0.01 0.01
4M 0.76 0.77 4M 0.32 0.00
aS-Fam23-Raz% om 0.27 0.17
2M 0.38 0.21
4M 0.73 0.76
aS-Fam'%-Raz% oM 0.48 0.42
2M 0.65 0.55
4M 0.73 0.76
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FCS and AFM Characterization

FCS Measurements: FCS measurements were done at 20°C on a lab-built instrument based on
an Olympus IX71 microscope. A continuous emission 488 nm DPSS 50 mW laser (Spectra-
Physics, Santa Clara, CA) was adjusted to 4.5 puW power just prior to entering the microscope.
Fluorescence was collected through the objective and separated from the excitation laser using a
7488rdc long pass dichroic and an HQ600/200m bandpass filter (Chroma, Bellows Falls, VT).
Fluorescence was focused onto the aperture of a 50 pm optical fiber coupled to an avalanche
photodiode (Perkin Elmer, Waltham, MA). 10 autocorrelation curves of 10 seconds each were
taken using a digital correlator (Flex03Q-12, correlator.com, Bridgewater, NJ). Fitting was done

using MATLAB (The MathWorks, Natick, MA).

Eight-well chambered coverglasses (Nunc, Rochester, NY) were cleaned by plasma
treatment followed by incubation with polylysine-conjugated polyethylene glycol (PEG-PLL).
PEG-PLL was prepared from a modified Pierce PEGylation protocol (Pierce, Rockford, IL). After
overnight incubation with PEG-PLL, chambers were rinsed with Millipore water and stored until
use for measurements. Measurements were done by first replacing the water with solutions of ~400
pM wild type a-synuclein in each concentration of TMAO to prevent adsorption of labeled
protein. 20 nM of Alexa Fluor 488 or labeled a-synuclein were added into a chamber, and each
sample was mixed by pipetting immediately before measurement. The free dye measurements

were used to obtain reference diffusion times.

The observed fluorescence fluctuations were autocorrelated and the raw autocorrelation

data was fit to the equation:

1] 1 1
G(r)=— —x . (Eq. S15)
N 1—|—7 1+£
TaS TaS
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N is the number of molecules in the focal volume, 7 is the delay time, 7,4is the time spent by the

sample in the focal volume, and s represents the eccentricity of the confocal volume, and is fixed

to 0.2. The diffusion time of the protein, 7, 1s extracted from fit.
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Figure S51: Autocorrelation plots from FCS Data. Plots show the average autocorrelation decays from 10
measurements (red) with fits (black-dashed) for aS-AFss° (Top), aS-AF4gs' '+ (Middle) and aS-AF g5 ° (Left)
in 0 M (Left) and 2 M (Right) TMAO.
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Table S6. FCS Data

Position (TMAO) 9 (0 M) 114 (0 M) 130 (0 M)
N 8.9006 17.809 6.8298
Delay Time 0.401 0.42034 0.40662
Intensity 59007 193000 51376
TaS 0.43+0.027  0.418140.010 0.411+0.010

Position (TMAO) 9(2M) 114 (2 M) 130 (2 M)
N 12.889 38.693 17.384
Delay Time 0.79827 0.94794 0.68422
Intensity 44824 163510 54824
TaS 0.822++0.007 0.946+0.035 0.779+0.037
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AFM Measurements: Three droplets of aS solution were incubated on the mica substrate for 5
minutes. To remove the excess solution, the samples were blotted by Kimwipe, gently rinsed with
2 mL Milli-Q water, and then dried using a weak nitrogen stream. During the sample preparation,
the substrate was tilted 30-45° to prevent the solution from flowing backwards. The samples were
imaged in tapping mode using a Keysight 5500 AFM instrument (Keysight Technologies)
equipped with a closed-loop scanner. Rotated silicon probes with aluminum reflex coating
(BudgetSensors, Tap-300G, resonance frequency ~300 kHz, tip radius <10 nm, force constant 40
N/m) were used to record topographic, amplitude, and phase images with 512 x 512 pixel
resolution. The AFM images were analyzed by Gwyddion package. A third-order polynomial was
used to flatten the background for topographic images. The volumetric analyses of globular

structures were performed using Gwyddion software.
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Figure $52: The effect of TMAO on the aggregation of wild type aS. Top: AFM images of the dried samples.
Bottom: corresponding volume histograms of the aS aggregates. The aS concentration used for these
samples are (left) 10 uM, (middle) 0.1 pyM, and (right) 0.5 uM. Each volume histogram was obtained with
accumulated data from more than five AFM images screened at various area on the sample. No aS
fibrillization is observed, which is consistent with the fact that aS fibrillization in solution can’t occur in low
concentrations and under static conditions, and no agitation or shacking of the solution were performed

here.
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Computational Modeling Procedures

Semi-Empirical Probability Distribution: This simulation was run utilizing the same format as
the 0 M TMAO unconstrained simulation where the score function at each step was replaced
simply with a single repulsive van der Waals term. For the combined set of outputs, all segments
which are spaced by the same number of residues in the primary sequence were fit to a normal
distribution. From this an empirical relationship was constructed between the distance spanning

any two parts of the protein and the average breadth, o.

PyRosetta Simulations: All simulations were performed in PyRosetta on the University of
Pennsylvania School of Arts and Science General Purpose Cluster. The simulation format followed
a basic simulated annealing procedure detailed in the general script attached. In short, the initial
protein structure was randomized by sampling random backbone ¢/ angles against a score
function consisting solely of repulsive van der Waals energy terms while the protein was
represented in the course-grained centroid model. Following randomization, constraints were
applied with continued sampling of ¢/ angles in centroid model while increasing the score
function complexity from score0-score3 ending with the score3 function as well as long and short
range hydrogen bonding terms (hbond_srbb and hbond_lrbb). Lastly, the protein representation
was switched into full-atom and backbone torsion angles were sampled along with side-chain
angles while the 'beta’ score function was applied with the addition of constraints. Acceptance for
a set of moves was determined as usual in a Monte Carlo simulation by comparing the sum of the
score energy and constraint energy of the previous structure to the newly generated structure. The
lowest energy structure generated from each of these steps was retained and used as the starting
structure for the next simulation step. The final output structure as determined from the sum of the

total 'beta' score function energy and the constraint energy.

Several different methods were employed in an attempt to capture the influence of TMAO
on the protein structure in addition to applying constraints. Simulations were performed where the
solvation term (fa_sol) was removed from the score function since solvation effects from TMAO
introduction could not be accounted for directly. Moreover, fragment insertions was employed
alongside ¢/ angle sampling in an effort to incorporate the possible formation of significant
secondary structure. Fragment libraries were prepared from the primary sequence of wild-type oS

using Robetta, a protein prediction server which uses Rosetta software and was developed and
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supported by the Rosetta Commons and the Baker Lab (9). Modifications to the base method for
each simulation for the 2 M TMAO data set are detailed with the reported results.

In order to produce a simulation which accurately represented the FRET data, each distance
constraint was implemented with a "knowledge" weighting factor, . This knowledge weighting
factor, v, is inversely proportional to the standard deviation in the calculated distance, based on a

given version of the polymer-scaled Forster equation.

N
P Epper )= (Eq. S16)
s pa X §X(EFRET )/ OF rir
-1
N = 1 d(EFRET) (Eq. S17)
Epper Spa % 5X(E FRET )/ OF crer

Constraints were applied using one of two functions based on the probability distribution
functions used to interpret the FRET data. The Gaussian chain (Eq. 3) and normal distribution (Eq.
4) functions were transformed into Eq. S18 and S19 respectively to generate potential energy

functions termed the Gaussian chain constraint and the harmonic constraint functions respectively.

3/2
2
Ul(r):axyxlog 4 3 exp 3 (Eq. S18)
27z<r2> 2 <r2>
Uz(r):axyxlog ! exp| — — 4 <r2 >) (Eq. S19)
270° o

The additional term, a, in both equations represents the “thermodynamic™ weighting factor of the
constraints with respect to the Rosetta score function. The optimal thermodynamic weighting
factor was determined empirically by running trial simulations with a set to values from 0.25-5.
The breadth, o for the harmonic restraints (Eq. S19) was determined from a relationship between
the average distance and the normal distribution breadth derived from the simulated structures

used to generate the semi-empirical constraints. The optimal weight (a) was determined to be 1,
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since at that value constraints were satisfied but the resulting ensembles were not overconstrained
so as to yield physically unreasonable conformations. For each interpretation of the data, both
constraint functions were applied to determine the efficacy of the constraining method and the data
interpretation. Simulations assessing the constraint weight and the method of constraining
generated 120 outputs, where the lowest 100 structures were used in analysis due to the lack of
differences in energy in the outputs. Final simulations of the Gaussian chain interpreted and
Gaussian chain constrained data produced 1020 structures where the lowest 1000 were used for

interpretation.

Simulation Output Analysis: HydroPro was used to calculate the diffusion coefficients and radii
of gyration. For analysis of 2 M simulated structures in HydroPro, the input viscosity was
multiplied by the ratio of the 0 M:2 M diffusion times of AlexaFluor488. This effectively
accounted for the increase in viscosity in 2 M versus 0 M TMAO. Following determination in
HydroPro, the diffusion coefficient was converted for comparison with the diffusion coefficient
determined from FCS using a previously published conversion equation detailed in Eq. S20, while

the diffusion coefficient was determined from the measured diffusion time via Eq. S21 (10).

D, . +0.582
D ipmed = — ’108 (Eq. $20)
D, =D, LA (Eq. S21)

P AF 488

P

In these equations, Dy, D srss5 Dyyarorro @0 D ygiprareqs are the diffusion coefficients of the protein of
interest, AlexaFluor488, as determined from literature, from HydroPro and the experimentally
calibrated diffusion coefficient for comparison to D, respectively. Additionally, 7, and 7, are
the experimentally derived diffusion times of AlexaFluor488 and the protein of interest

respectively.

All distances required for Flory scaling plots, heat maps and comparisons to experimental
FRET data were extracted from C-alpha to C-alpha distances for each residue using Python or
BioPython and all calculations were performed using NumPy. For E; determination, distance
values from each member of a given ensemble were transformed into Egz.r values using the

classical Forster equation prior to averaging to capture the explicit distance probability distribution
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of the ensemble. The same method was used to calculate comparisons to paramagnetic relaxation
enhancement data, where distances were extracted from C-alpha to amide proton distance.
Distances converted into intensity ratios as described by Piana ez. al. and the intensity ratios were

averaged to calculate the final values (11).

Impact of the Thermodynamic Constraint Weight: Assessment of the thermodynamic
constraint weight effects were assessed prior to application of the knowledge constraint weight.
This was done in order to assess the maximum impact of the constraint set. Knowledge constraints
applied to the full simulation were scaled to a maximum value determined by the thermodynamic
constraint as shown in Eq. S18 and Eq. S19, which is why determination of the maximum impact
of the constraint set was crucial. Experimentally constrained simulations were run as described
below with the omission of side chain rotamer packing using constraints where the distances were
determined by using the Gaussian chain version of the polymer scaled Forster equation and were

applied using the Gaussian chain derived constraining function.
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Figure S53: Determination of Optimal Thermodynamic Constraint Value. Radius of gyration (left) and
average Flory scaling behavior (right) of simulated structures with varying values of the thermodynamic
constraint weight, a.
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Figure S54: Heat maps depicting the average interresidue distance for each thermodynamic constraint
weight, a, (left) and average difference in interresidue distance between constrained and unconstrained
simulations (right). Heat maps depict averages from an unconstrained simulation (top row) and simulations
with thermodynamic constraint weights set to 0.25 (middle row) and 0.5 (bottom row).
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Figure S55: Heat maps depicting the average interresidue distance for each thermodynamic constraint

weight, a, (left) and average difference in interresidue distance between constrained and unconstrained

simulations (right). Heat maps depict averages from simulations with thermodynamic constraint weights

set to 1.0 (top row), 2.5 (middle row) and 5.0 (bottom row).
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Constraints for Utilized each Constraining Method:

0 M Gaussian-Chain Distance - Gaussian Chain Constraint

Res 1
39
39
39
39
94
94
94
94
125
125
125
125
125
136
136
136
136

24
42
62
87
114
123
136

Res 2
24
62
79
94
24
39
62
79
24
39
62
79
94
24
39
94
125
94
94
94
94
94
94
94
94
136

r
39.061
36.48
52.301
44.112
74.119
44.823
34.425
32.21
48.945
45.722
42.349
46.02
39.257
66.266
47.473
45.153
46.607
69.478
60.531
51.785
48.25
34.824
25.412
45.228
39.352

Y
0.25

0.308
0.097
0.171
0.025
0.146
0.332
0.401
0.084
0.106
0.137
0.104
0.175
0.045
0.141
0.167
0.15
1.105
1.393
1.573
1.619
1.335
0.588
1.625
1.512

142.742 0.184
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0 M Semi-Empirical Distance - Harmonic Constraint

Res 1
39
39
39
39
94
94
94
94
125
125
125
125
125
136
136
136
136

24
42
62
87
114
123
136

Res 2
24
62
79
94
24
39
62
79
24
39
62
79
94
24
39
94
125
94
94
94
94
94
94
94
94
136

r
26.436
25.231
32.576
28.788
42.495
28.73
23.936
22.903
29.619
28.202
26.699
28.334
25.322
39.473
30.523
29.452
30.123
59.77
54.252
48.236
45.915
36.143
28.375
43.364
39.686

Y
0.315

0.385
0.122
0.218
0.03
0.188
0.416
0.502
0.111
0.138
0.178
0.136
0.227
0.055
0.179
0.212
0.191
1.261
1.574
1.755
1.77
1.291
0.474
1.763
1.542

108.103 0.124

o
5.382
5.035
7.206
6.075

10.267
6.058
4.661
4.367

6.32
5.902
5.458
5.941
5.061
9.318
6.588
6.271
6.469

16.254

14.318

12.189

11.392
8.295
5.953

10.544
9.384

33.291
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0 M Gaussian Chain Distance - Harmonic Constraint

Res 1
39
39
39
39
94
94
94
94
125
125
125
125
125
136
136
136
136

24
42
62
87
114
123
136

Res 2
24
62
79
94
24
39
62
79
24
39
62
79
94
24
39
94
125
94
94
94
94
94
94
94
94
136

r
39.061
36.48
52.301
44.112
74.119
44.823
34.425
32.21
48.945
45.722
42.349
46.02
39.257
66.266
47.473
45.153
46.607
69.478
60.531
51.785
48.25
34.824
25.412
45.228
39.352

Y
0.25

0.308
0.097
0.171
0.025
0.146
0.332
0.401
0.084
0.106
0.137
0.104
0.175
0.045
0.141
0.167
0.15
1.105
1.393
1.573
1.619
1.335
0.588
1.625
1.512

142.742 0.184

o]
9.19
8.399
13.627
10.791
20.898
11.028
7.768
7.096
12.438
11.327
10.221
11.427
9.251
18.37
11.924
11.138
11.626
19.401
16.51
13.443
12.194
7.89
5.087
11.163
9.28
30
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0 M Semi-Empirical Distance - Gaussian Chain Constraint

Res 1
39
39
39
39
94
94
94
94
125
125
125
125
125
136
136
136
136

24
42
62
87
114
123
136

Res 2
24
62
79
94
24
39
62
79
24
39
62
79
94
24
39
94
125
94
94
94
94
94
94
94
94
136

r
26.436
25.231
32.576
28.788
42.495
28.73
23.936
22.903
29.619
28.202
26.699
28.334
25.322
39.473
30.523
29.452
30.123
59.77
54.252
48.236
45.915
36.143
28.375
43.364
39.686

Y
0.315

0.385
0.122
0.218
0.03
0.188
0.416
0.502
0.111
0.138
0.178
0.136
0.227
0.055
0.179
0.212
0.191
1.261
1.574
1.755
1.77
1.291
0.474
1.763
1.542

108.103 0.124
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2 M Gaussian Chain Distance - Gaussian Chain Constraint

Res 1
39
39
39
39
94
94
94
94
125
125
125
125
125
136
136
136
136

24
42
62
87
114
123
136

Res 2
24
62
79
94
24
39
62
79
24
39
62
79
94
24
39
94
125
94
94
94
94
94
94
94
94
136

r
31.254
27.808
34.562
33.201
58.374
37.018
24.762
27.224
28.271
36.222

32.75
31.391
30.104
48.748
40.401

36.77
43.522
49.257
45.782
41.443
42.748
33.392
23.095
39.607

33.74
82.725

Y
0.323
0.45
0.239
0.27
0.039
0.184
0.587
0.458
0.334
0.155
0.214
0.244
0.277
0.078
0.147
0.199
0.115
1.551
1.618
1.611
1.616
1.37
0.541
1.596
1.338
0.729
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2 M Semi-Empirical Distance - Harmonic Constraint

Res 1
39
39
39
39
94
94
94
94
125
125
125
125
125
136
136
136
136

24
42
62
87
114
123
136

Res 2
24
62
79
94
24
39
62
79
24
39
62
79
94
24
39
94
125
94
94
94
94
94
94
94
94
136

r
21.447
19.904
22.919
22.314
33.203
23.855

18.41
19.516
19.316
22.711
21.233
20.651

20.1

29.21
25.544
23.937
26.918
45.599
43.544
40.651
43.045
34.585

26
39.151
35.057
67.873

Y
0.419
0.577

0.31
0.351

0.05
0.241
0.747
0.591
0.446
0.208
0.286
0.325
0.369
0.104
0.193
0.259

0.15
1.732
1.774
1.695
1.718
1.333
0.425
1.669
1.296
0.841

o
3.963
3.541
4.372
4.202
7.395
4.638
3.155
3.439
3.387
4.313
3.904
3.743
3.593
6.199
5.125
4.662
5.522

11.286
10.603
9.686
10.441
7.817
5.255
9.218
7.961
18.885
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2 M Gaussian Chain Distance - Harmonic Constraint

Res 1
39
39
39
39
94
94
94
94
125
125
125
125
125
136
136
136
136

24
42
62
87
114
123
136

Res 2
24
62
79
94
24
39
62
79
24
39
62
79
94
24
39
94
125
94
94
94
94
94
94
94
94
136

r
31.254
27.808
34.562
33.201
58.374
37.018
24.762
27.224
28.271
36.222

32.75
31.391
30.104
48.748
40.401

36.77
43.522
49.257
45.782
41.443
42.748
33.392
23.095
39.607

33.74
82.725

Y
0.323
0.45
0.239
0.27
0.039
0.184
0.587
0.458
0.334
0.155
0.214
0.244
0.277
0.078
0.147
0.199
0.115
1.551
1.618
1.611
1.616
1.37
0.541
1.596
1.338
0.729

o
6.808
5.785

7.81
7.394
15.78
8.564
4.899
5.613
5.922
8.319
7.258
6.849
6.463

12.369
9.608
8.488
10.596
12.549
11.348
9.935
10.347
7.452
4.422
9.359
7.558
23.729
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2 M Semi-Empirical Distance - Gaussian Chain Constraint

Res 1
39
39
39
39
94
94
94
94

125
125
125
125
125
136
136
136
136

24
42
62
87
114
123
136

Res 2
24
62
79
94
24
39
62
79
24
39
62
79
94
24
39
94

125
94
94
94
94
94
94
94
94

136

21.447
19.904
22.919
22.314
33.203
23.855
18.41
19.516
19.316
22.711
21.233
20.651
20.1
290.21
25.544
23.937
26.918
45.599
43.544
40.651
43.045
34.585
26
39.151
35.057
67.873

0.14
0.267
0.077
0.098
0.002
0.046
0.447

0.28

0.16
0.035
0.066
0.085

0.11
0.009

0.03
0.054
0.018
2.105
2.209
2.015
2.071
1.248
0.127
1.956
1.179
0.497
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Assessment of the Constraint Functional Form and Sampling Method: Simulations were
performed utilizing distances from the Gaussian chain (Eq. 3) and semi-empirical (Eq. 4) FRET
distribution analyses in conjunction with either the Gaussian chain (Eq. S18) or harmonic (Eq.
S19) constraints. This was done to assure that no bias was introduced by selecting a particular
constraining method. No significant differences in the resulting ensembles were observed between
simulations run with different constraint data or constraining functions when comparing the results
in Flory-scaling plots (Fig. S54), or plots of computed E,.; values (Fig. S55-S56), diffusion
coefficients (Fig. S57), or “heat maps” of global structural analyses (Fig. S58-S59).
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Figure $56: Flory Scaling Plots. Plots of Flory scaling determined from simulated ensembles constrained
with distance constraints from measurements in 0 M (top left) and 2 M (top right/bottom left) TMAO. Names
in the legends represent the probability distribution used in the polymer-scaled Foérster equation for
obtaining distances (Gaussian-chain = GC or semi-empirical = Pr) followed by the constraining function
employed (Gaussian-chain = GC or harmonic potential = HR). Simulations marked with Tindicate that the
weight of the solvation term (fa_sol) was set to 0 while simulations marked with ¥ indicated that fragment
insertion was incorporated within the search.
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Figure S57: Errer Plots. Plots show the average and standard deviation of the Egrer values determined
from simulated ensembles constrained with distance constraints from measurements in 0 M (top/middle)
and 2 M (bottom) TMAO. Names in the legends represent the probability distribution used in the polymer-

scaled Forster equation for obtaining distances (Gaussian-chain = GC or semi-empirical =
the constraining function employed (Gaussian-chain = GC or harmonic potential =

Pr) followed by
R). Simulations marked

with T indicate that the weight of the solvation term (fa_sol) was set to 0 while simulations marked with ¥
indicated that fragment insertion was incorporated within the search.
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Figure S58: Errer Plots. Plots show the average and standard deviation of the Egrer values determined
from simulated ensembles constrained with distance constraints from measurements in 2 M TMAO. Names
in the legends represent the probability distribution used in the polymer-scaled Foérster equation for
obtaining distances (Gaussian-chain = GC or semi-empirical = Pr) followed by the constraining function
employed (Gaussian-chain = GC or harmonic potential = HR). Simulations marked with Tindicate that the
weight of the solvation term (fa_sol) was set to 0 while simulations marked with ¥ indicated that fragment
insertion was incorporated within the search.
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Figure S59: Diffusion Coefficients. Plots show the average diffusion coefficient determined from FCS data
(black line) and from various simulations (red points). Simulation names represent the concentration of
TMAO in which measurements were taken, the probability distribution used in the polymer-scaled Forster
equation for obtaining distances (Gaussian-chain = GC or semi-empirical = Pr) and the constraining function
employed (Gaussian-chain = GC or harmonic potential = HR), respectively. Simulations marked with T
indicate that the weight of the solvation term (fa_sol) was set to 0 while simulations marked with *indicated
that fragment insertion was incorporated within the search.
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Analysis of Simulated Structure Ensembles
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Figure S60: Global structural summary. Plots are derived from unconstrained (top set), OM_GC-GC (middle
set) and OM_GC-HR (bottom set) simulations. Simulation names represent the concentration of TMAO in
which measurements were taken, the probability distribution used in the polymer-scaled Férster equation
for obtaining distances (Gaussian-chain = GC or semi-empirical = Pr) and the constraining function
employed (Gaussian-chain = GC or harmonic potential = HR), respectively. Structures (left) show the 10
lowest energy structures faded with the single lowest energy structure darkened (blue - red, N-term - C-
term). Heat map (middle) shows the average inter-residue distances from all output structures (above
diagonal) and the inter-residue distances from the single lowest energy structure (below diagonal) as a
function of residue pair. Histogram (right) of the percent of output structures for a given radius of gyration
with bin widths of 2 A,
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Figure S61: Global structural summary. Plots are derived from OM_Pr-GC (top set), OM_Pr-HR (middle set)
and unconstrained" (bottom set) simulations. Simulation names represent the concentration of TMAO in
which measurements were taken, the probability distribution used in the polymer-scaled Férster equation
for obtaining distances (Gaussian-chain = GC or semi-empirical = Pr) and the constraining function
employed (Gaussian-chain = GC or harmonic potential = HR), respectively. Structures (left) show the 10
lowest energy structures faded with the single lowest energy structure darkened (blue - red, N-term - C-
term). Heat map (middle) shows the average inter-residue distances from all output structures (above
diagonal) and the inter-residue distances from the single lowest energy structure (below diagonal) as a
function of residue pair. Histogram (right) of the percent of output structures for a given radius of gyration
with bin widths of 2 A. Simulations marked with T indicate that the weight of the solvation term (fa_sol) was
set to O.
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Figure S62: Global structural summary. Plots are derived from 2M_GC-GC (top set), 2M_GC-HR' (middle
set) and 2M_Pr-GC' (bottom set) simulations. Simulation names represent the concentration of TMAO in
which measurements were taken, the probability distribution used in the polymer-scaled Forster equation
for obtaining distances (Gaussian-chain = GC or semi-empirical = Pr) and the constraining function
employed (Gaussian-chain = GC or harmonic potential = HR), respectively. Structures (left) show the 10
lowest energy structures faded with the single lowest energy structure darkened (blue - red, N-term - C-
term). Heat map (middle) shows the average inter-residue distances from all output structures (above
diagonal) and the inter-residue distances from the single lowest energy structure (below diagonal) as a
function of residue pair. Histogram (right) of the percent of output structures for a given radius of gyration
with bin widths of 2 A. Simulations marked with " indicate that the weight of the solvation term (fa_sol) was
set to 0.
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Figure S63: Global structural summary. Plots are derived from 2M_Pr-HR' (top set), 2M_GC-GC (middle
set) and 2M_GC-GC* (bottom set) simulations. Simulation names represent the concentration of TMAO in
which measurements were taken, the probability distribution used in the polymer-scaled Férster equation
for obtaining distances (Gaussian-chain = GC or semi-empirical = Pr) and the constraining function
employed (Gaussian-chain = GC or harmonic potential = HR), respectively. Structures (left) show the 10
lowest energy structures faded with the single lowest energy structure darkened (blue - red, N-term - C-
term). Heat map (middle) shows the average inter-residue distances from all output structures (above
diagonal) and the inter-residue distances from the single lowest energy structure (below diagonal) as a
function of residue pair. Histogram (right) of the percent of output structures for a given radius of gyration
with bin widths of 2 A. Simulations marked with T indicate that the weight of the solvation term (fa_sol) was
set to 0 while simulations marked with * indicated that fragment insertion was incorporated within the search.

So1



140

Unconstrainedt*
120

»n
(=}
i

100

80

60 10+

Residue Position

40

Percent of Structures

(y) @ouejsig enpisauisiu|

20

5 10 15 20 25 30 35 40 45 50 55
20 40 60 80 100 120 140 Radius of Gyration (A)

Residue Position

2M_GC-GCH*

304

20+

Residue Position
Percent of Structures

{y) @sueysiqg anpisauaju

0

5 10 15 20 25 30 35 40 45 50 55
Radius of Gyration (A)

20 40 60 80 100 120 140
Residue Position

Figure S64: Global structural summary. Plots are derived from unconstrained™ (top set) and 2M_GC-GC™
(bottom set) simulations. Simulation names represent the concentration of TMAO in which measurements
were taken, the probability distribution used in the polymer-scaled Forster equation for obtaining distances
(Gaussian-chain = GC or semi-empirical = Pr) and the constraining function employed (Gaussian-chain =
GC or harmonic potential = HR), respectively. Structures (left) show the 10 lowest energy structures faded
with the single lowest energy structure darkened (blue - red, N-term - C-term). Heat map (middle) shows
the average inter-residue distances from all output structures (above diagonal) and the inter-residue
distances from the single lowest energy structure (below diagonal) as a function of residue pair. Histogram
(right) of the percent of output structures for a given radius of gyration with bin widths of 2 A. Simulations
marked with T indicate that the weight of the solvation term (fa_sol) was set to 0 while simulations marked
with * indicated that fragment insertion was incorporated within the search.
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Comparison of 0 M GC-GC Model to Literature Experiments and Simulations:
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Figure S65: Flory Scaling Plot. Plot shows the average distance as a function of sequence separation for
simulated ensembles (PED9AAC) and unconstrained and constrained simulations reported herein (12, 13).
Distance constraints were derived from data acquired in 0 M TMAO and interpreted using the Gaussian-
chain polymer scaled Forster equation. Constraints were implemented using the Gaussian-chain constraint

function.
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Figure S66: Intensity ratios from PRE measurements. Each plot shows the measured intensity ratio from
PRE data obtained by Allison et. al. (grey bars) and the calculated average intensity ratio from the
constrained simulation (red lines) were derived from data acquired in 0 M TMAO and interpreted using the
Gaussian-chain polymer scaled Férster equation (12). Plots show data for spin-label placement at residues
24 (top left), 42 (top right), 62 (middle left), 87 (middle right) and 103 (bottom right).
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Figure S67: Contact maps from the OM_GC-GC (top) and 2M_GC-GC' (bottom) ensembles. A cutoff
distance of 10 A was set as a contact. Each half of each heat map are analyses of the same ensemble and
show all residue pairs which make contact in one or more structures from the ensemble as white while
residue pairs which do not make contact are shown in blue (top left). The fraction of structures of the
ensemble which make contact are shown over the full fractional scale with a red/white gradient (bottom

right).
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Figure S68: Heat map showing the average difference in interresidue distance between the OM_GC-GC

and 2M_GC-GC' ensembles.
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Figure S69: Flory scaling plots of OM_GC-GC (red) and 2M_GC-GC' (blue) simulated ensembles along
with the random coil simulation (black) used for the construction of P,(r,x) and a curve representing the
scaling of a globule protein(green) (14).
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Figure S70: DSSP analysis of OM_GC-GC (red) and 2M_GC-GC' (blue) ensembles for comparison. (Top
Left) Histogram showing the percent of structures binned based on the total solvent accessible surface area
of a given structure (AZ). (Top Right) Histogram showing the percent of structures binned based on the
total number of intramolecular hydrogen bonds present in a given structure. (Bottom Left) Plot of the
average value of the cosine of the angle between the backbone carbonyl of the current residue and the
carbonyl of the previous residue (TCO) for each residue for each structure within a given ensemble. (Bottom
Right) Plot of the average value relative solvent accessibility for each residue for each structure within a
given ensemble.
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Figure S71: Aggregation kinetics of aS monitored by Congo Red. Aggregation was performed with 100 uM
wild-type aS in 20 mM Tris 100 mM NaCl pH 7.5. TMAO was added to each buffer and the pH was
readjusted. Samples were agitated in an orbital shaker at 1500 rpm at 37 °C. At each timepoint, 10 yL of
sample was removed and added to 140 pL of 20 uM Congo Red in water and incubated for 20 minutes at
room temperature prior to measurement. Absorption spectra (230-700 nm) were measured in a 96-well
black CoStar clear bottom plate on a Tecan M1000 plate reader. Kinetics were fit to Eq. S22 in Prism with
the detailed values in Table S7.

Y=A+(B-A)/(1+(C/xpD) (Eq. $22)

Table S7: Values from fits of Congo Red aggregation kinetics.

0 M TMAO 2 M TMAO 4 M TMAO
A 0.5977 0.6289 0.7003
B 1.123 1.03 0.7656
c 9.989 6.397 19.72
D 4.357 1.708 1.104
R? 0.9855 0.9526 0.9062
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Figure S$72: Aggregation kinetics of aS monitored by fluorescence polarization. Aggregation was performed
with 100 yM aS-Famy3g in 20 mM Tris 100 mM NaCl pH 7.5. TMAO was added to each buffer and the pH
was readjusted. Samples were agitated in an orbital shaker at 1500 rpm at 37 °C. At each timepoint, 10 yL
of sample was removed and added to 90 pL of 20 mM Tris 100 mM NaCl pH 7.5. Fluorescence polarization
measurements were taken in a 96-well black CoStar clear bottom plate on a Tecan F200 plate reader.
Kinetics were fit to Eq. S22 in Prism with the detailed values in Table S8.

Table S8: Values from fits of fluorescence polarization aggregation kinetics.

0 M TMAO 2 M TMAO 4 M TMAO
A 48.65 58.28 76.27

B 278.1 240.9 86.22

c 8.495 13.74 23.99

D 3.82 2.248 80.41
R? 0.9806 0.9734 0.2733
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Figure S73: CD spectra of aS in varying concentrations of TMAQ. Full plot and insert show the same data
set, where the insert is adjusted to show difference in spectra above 220 nm. Measurements were taken
on an Aviv model 410 circular dichorism spectrometer in 1 mm path length quartz cuvettes and were
performed with 20 yM wild-type aS in 20 mM Tris 100 mM NaCl pH 7.5. TMAO was added to each buffer
and the pH was readjusted at 25 °C. Scans from 190-260 nm were performed with a 1 nm bandwidth, 1 nm
step size and an averaging time of 10 seconds.
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