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SUPPLEMENTARY METHODS 

Derivation of the chemical fluctuation theorem, equation (1) 

Let us consider an intracellular reaction network that produces product molecules with a 

general lifetime distribution. Elementary reaction processes composing the reaction network 

producing the product molecules can be arbitrary stochastic processes, which may be coupled 

to complex and dynamic cell states. The topology and regulatory mechanism of the reaction 

network producing the product molecules may be arbitrary as well. The product annihilation 

process can be a non-Poisson, renewal process, but the product creation process does not have 

to be a renewal process.  

For the general reaction model, the currently available theories, including the chemical 

master equation or the chemical Langevin equation, cannot provide exact analytic results for 

the fluctuation in the number of product molecules, but the theory presented here can provide 

simple analytic expressions for the fluctuation in the product number in the form of the 

chemical fluctuation theorem, derived below.  

The mean number of product molecules 

Let c
it  and d

it  denote, respectively, the times at which the i-th product molecule is 

created and the time at which the i-th product molecule is annihilated. Then, the number ( )n t  

of product molecules at time t  is given by 

1
( ) ( ) ( )c d

i i
i

n t t t t t
∞

=

= Θ − Θ −∑ (M-1) 

where ( )xΘ  denotes the Heaviside step function, which assumes 0 for negative x  but 1 for 



2 

 

positive x . In equation (M1-1), ( ) ( )c d
i it t t tΘ − Θ −  is unity if c d

i it t t< < , but vanishes 

otherwise. It represents the contribution of the i-th product molecule to ( )n t . 

In the special case where product molecules do not decay, we have d
it →∞  and 

( ) 1d
it tΘ − =  at any time t, so that equation (M-1) reduces to  

(0)

1
( ) ( )c

i
i

n t t t
∞

=

= Θ −∑  (M-2) 

From equation (M-2), the product creation rate ( )R t  of product molecules, which is defined 

by (0)( ) ( )R t dn t dt≡ , can be obtained as 

(0)

1

( )( ) ( )c
i

i

dn tR t t t
dt

δ
∞

=

≡ = −∑  (M-3) 

where ( )xδ  denotes the Dirac delta function. Since { }c
it  is a set of stochastic variables, the 

product creation rate ( )R t  is a stochastic variable as well. The mean ( )R t〈 〉  of the product 

creation rate can be defined as the average of ( )R t  given in equation (M-3) over a distribution 

of { }c
it . When the product creation process is a stationary process, the average of product 

creation rate should be constant in time, i.e., ( )R t R〈 〉 = 〈 〉 . However, when the product creation 

process is a non-stationary process, the mean creation rate, ( )R t〈 〉 , of product molecules 

changes in time.  

(0)

1
( ) ( ) ( )c

i
i

dR t n t t t
dt

δ
∞

=

〈 〉 = 〈 〉 = −∑  (M-4) 
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In terms of the mean product creation rate, ( )R t〈 〉 , the mean product number, (0) ( )n t〈 〉 , is 

given by  

(0)

0
1

( ) ( ) ( )
tc

i
i

n t t t d Rτ τ
∞

=

〈 〉 = Θ − = 〈 〉∑ ∫  (M-5) 

When product molecules have finite lifetimes, by taking the average of both sides of 

equation (M-1) over distribution of the distribution of { },c d
i it t , we obtain the analytic result 

for the mean product number as  

0
( ) ( ) ( )

t
n t d R S tτ τ τ〈 〉 = 〈 〉 −∫  (M-6) 

where ( )S t  denotes the survival probability of a product molecule, or the probability that a 

product molecule created at time 0 has not suffered an annihilation as of time t. The detailed 

derivation of equation (M-6) is as follows.  

Derivation of equation (M-6) 

Since ( ) 1 ( )x xΘ = −Θ − , equation (M-1) can be written as 

1
( ) ( ) 1 ( )c d

i i
i

n t t t t t
∞

=

 = Θ − −Θ − ∑  (M-7) 

In equation (M-7), ( )d
it tΘ −  can be decomposed into two integrals: 

0 0
( ) ( ) ( ) ( )

c
i

c
i

t t td d d d
i i i it

t t d t d t d tτδ τ τδ τ τδ τΘ − = − = − + −∫ ∫ ∫ .  (M-8) 

Because the product decay time, d
it , is always greater than the product creation time, c

it , the 
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first integral on the right side of equation (M-8) vanishes, i.e., 
0

( ) 0
c
it d

id tτδ τ − =∫  

( )c d
i it tτ < < . With the latter equation and equation (M-8) at hand, one can rewrite equation 

(M-7) as  

1
( ) ( ) 1 ( )

c
i

tc d
i it

i
n t t t d tτδ τ

∞

=

 = Θ − − −  ∑ ∫  (M-9) 

By changing the integration variable from τ  to c
itτ τ′ = −  in the integral in equation (M-

9), we have 

0
1

( ) ( ) 1 ( )
c
it tc

i i
i

n t t t dτ δ τ τ
∞ −

=

 ′ ′= Θ − − −  ∑ ∫  (M-10) 

where iτ  denotes the lifetime, d c
i it t− , of the i-th product molecule. By using the following 

identities, 
0

( ) ( )
tc c

i it t d tτδ τΘ − = −∫  and ( ) ( ) ( ) ( )c c c
i i it f t t fδ τ δ τ τ− = − , we can rewrite 

equation (M-10) as  

0 0
1

( ) ( ) 1 ( )
t tc

i i
i

n t d t d
τ

τδ τ τ δ τ τ
∞ −

=

 ′ ′= − − −  ∑∫ ∫  (M-11) 

By taking the average of equation (M-11) over distribution of { , }c
i it τ , we obtain  

0 0
1

( ) ( ) 1 ( )
t tc

i i
i

n t d t d
τ

τ δ τ τψ τ
∞ −

=

 ′ ′〈 〉 = − −  ∑∫ ∫  (M-12) 

where ( )iψ τ  denotes the lifetime distribution, ( )iδ τ τ− , of the i-th product molecule. 

Given that every product molecule has the same lifetime distribution, i.e., ( ) ( )iψ τ ψ τ′ ′=  for 
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any i, we can rewrite equation (M-12) as  

0
1

( ) ( ) ( )
t c

i
i

n t d t S tτ δ τ τ
∞

=

〈 〉 = − −∑∫  (M-13) 

where ( )S t  denotes the survival probability of the product molecule, defined by 

0
( ) 1 ( )

t
S t dτψ τ= − ∫ . Noting the definition of the product creation rate, given in equation (M-

4), 
1

( ) ( )c
i

i
t Rδ τ τ

∞

=

− = 〈 〉∑ , we obtain equation (M-6) from equation (M-13).  

We note that equation (M-6) is equivalent to a transient version of Little’s law derived by 

Bertsimas and Mourtzinou1 for the general class of a non-stationary queueing system. The 

mathematical derivation presented in this section can be extended to obtain the variance of the 

product number in a straightforward and self-contained manner.  

The variance in the product number  

From equation (M-1), we can obtain the following equation for 2 ( )n t  

2

1 1

1 1

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

c d c d
i i j j

i j

c d c d
i i j j

i j
j i

n t t t t t t t t t

n t t t t t t t t t

∞ ∞

= =

∞ ∞

= =
≠

= Θ − Θ − Θ − Θ −

= + Θ − Θ − Θ − Θ −

∑∑

∑∑
 (M-14) 

where ( )n t  on the right-hand side results from the sum over the terms with i j= . By using 

the same method to obtain equation (M-11) from equation (M-1), we obtain the following 

equation from equation (M-14):  
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1 2

2

1 1 2 20 0 0 0
1 1

( ) ( )

( ) 1 ( ) ( ) 1 ( )
t t t t t tc c

i i j j
i j

j i

n t n t

dt t t d dt t t dδ τ δ τ τ δ τ δ τ τ
∞ ∞ − −

= =
≠

=

   ′ ′ ′ ′+ − − − − − −      ∑∑∫ ∫ ∫ ∫  

 (M-15) 

where ( )i jτ  denotes the lifetime, ( ) ( )
d c
i j i jt t− , of the i(j)-th product molecule. By taking the 

average of equation (M-15) over { , }c c
i jt t  and { , }i jτ τ , we obtain  

2

1 2 1 2 1 20 0
1 1

( ) ( )

( ) ( ) ( ) ( )
t t c c

i j
i j

j i

n t n t

d d S t S t t tτ τ τ τ δ τ δ τ
∞ ∞

= =
≠

〈 〉 = 〈 〉

+ − − − −∑∑∫ ∫
 (M-16) 

where we have used the same method to obtain equation (M-13) from equation (M-11). Noting 

the definition of product creation rate ( )R t , given in equation (M-3), we identify 

1 2
1 1

( ) ( )c c
i j

i j
j i

t tδ τ δ τ
∞ ∞

= =
≠

− −∑∑  as the time correlation function (TCF) of the product creation rate, 

i.e.  

1 2 1 2
1 1

( ) ( ) ( ) ( )c c
i j

i j
j i

R R t tτ τ δ τ δ τ
∞ ∞

= =
≠

≡ − −∑∑  (M-17) 

Note that the diagonal terms with i j=  do not make any contribution to equation (M-17) or 

our definition of the TCF of the product creation rate. For this reason, 
2 1

1 2lim ( ) ( )
t t

R t R t
→

 may 

not be always the same as 2
1( )R t , with 1( )R t  given in equation (M-3), to which the 
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diagonal terms do contribute. Since the diagonal terms make a positive contribution, we have 

the following inequality:  

2 1

2
1 2 1lim ( ) ( ) ( )

t t
R t R t R t

→
<  

Substituting equation (M-17) into equation (M-16), we obtain  

2

1 2 1 2 2 10 0

( ) ( )

( ) ( ) ( ) ( )
t t

n t n t

d d S t S t R Rτ τ τ τ τ τ

〈 〉 = 〈 〉

+ − −∫ ∫
 (M-18) 

Subtracting 2( )n t〈 〉 , with ( )n t〈 〉  given in equation (M1-6), from equation (M-18), we obtain 

the chemical fluctuation theorem 

2

1 2 1 2 2 1 2 10 0

( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

n
t t

t n t

d d S t S t R R R R

σ

τ τ τ τ τ τ τ τ

= 〈 〉

+ − −  −  ∫ ∫
 (M-19) 

Equations (M-6) and (M-19) hold even when the product creation process is a non-stationary 

stochastic process. 

When the product creation process is a stationary process, we have 

2 1 2 1( ) ( ) ( ) (0)R R R Rτ τ τ τ= −  and 2 1( ) ( )R R Rτ τ= = 〈 〉 . Substituting these equations 

into equations (M-6) and (M-19), we obtain  

0
( ) ( )

t
n t R d Sτ τ〈 〉 = 〈 〉∫  (M-20) 

and 

22
2 1 1 2 2 10 0

( ) ( ) 2 ( ) ( ) ( ) (0)
t

n t n t d d S t S t R R
τ

σ τ τ τ τ δ τ τ δ= 〈 〉 + − − −∫ ∫  (M-21) 
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where ( ) (0)R t Rδ δ  designates 2( ) (0)R t R R− 〈 〉 . In the case where the product decay 

process is a simple Poisson process, the survival probability, ( )S t , of a product molecule is 

given by ( ) exp( )S t tγ= −  and equations (M-20) and (M-21) reduce to results of ref. 2 in the 

long time limit. The derivation is similar to the derivation of equation (N8-4) from equation 

(N8-3).  

As shown in the derivation, the chemical fluctuation theorem (CFT) is a general result 

that can be derived without making any assumption about the property of the product creation 

process. This means that it holds exactly for any intracellular regulatory network in which the 

product creation rate is modulated by product number or any other environmental variables. 

The only assumption involved in our derivation of CFT is that the lifetimes of product 

molecules are identically distributed, independent random variables, so that the product 

lifetime distribution does not change over time. It is possible to think of a more general product 

decay process, but, in such a case, the CFT would lose its concise form and would become far 

more complicated. We believe that the current form of CFT is already general enough to 

provide a quantitative explanation of the chemical fluctuation for most intracellular networks, 

as demonstrated in the present work.   

It is possible to generalize equations (M-6) and (M-19) for the case where the survival 

probability of a product molecule is dependent not only on the time elapsed from its creation 

but also on the time at which the product molecule is created. The mean and variance of the 

product number for this case is given by equations (M-6) and (M-19) with ( )iS t τ−  being 

replaced by ( , )iS t τ , which designates the probability that a product molecule created at time 

iτ  has not suffered an annihilation as of time t .  
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The Chemical Fluctuation Theorem from transient Little’s law and the law of total 

variance  

In this section, inspired by an anonymous reviewer’s comment, we discuss the derivation 

of the CFT from transient Little’s law and the law of total variance. In probability theory, the 

law of total variance states that, if X and Y are random variables on the same probability space 

and the variance of Y is finite, then  

2
2 2 2( ) ( ) ( )X X XY Y p X dX Y p X dX Y p X dXδ δ  〈 〉 = 〈 〉 + 〈 〉 − 〈 〉 ∫ ∫ ∫ , (M-22) 

where ( ) Xf Y〈 〉  denotes the average of ( )f Y  over the conditional probability ( | )p Y X .  

Given that the law of total variance could be extended to describe the variance in the 

product number for a non-stationary reaction system with rate being an arbitrary stochastic 

process, the variance in the product number is given by 

{ }

2 2
( )

2
2

( ) ( )

[ ( )] [ ( )]

[ ( )] [ ( )] [ ( )] [ ( )]

R t

R t R t

n D R t n p R t

D R t n p R t D R t n p R t

δ δ〈 〉 = 〈 〉

+ 〈 〉 − 〈 〉

∫
∫ ∫

, (M-23) 

where ( )( ) R tf n〈 〉  denotes the average of ( )f n  over the conditional probability ( | ( ))p n R t , 

or the probability of the product number, n, under the condition that a stochastic realization of 

the reaction rate is given by ( )R t . In equation (M-26), [ ( )]D R t∫  and [ ( )]p R t  denote, 

respectively, the functional integration and the probability density of a stochastic realization, 

( )R t , of the reaction rate, which satisfies the following normalization condition: 

[ ( )] [ ( )] 1D R t p R t =∫ .  
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To obtain the expression of the R.H.S. of equation (M-23), we need the expression of 

( )R tn〈 〉  and 2
( )R tnδ〈 〉 . From the transient version of Little’s law or equation (M-16), we obtain  

( ) 0
( ) ( )

t

R tn d R S tτ τ τ〈 〉 = −∫ . (M-24) 

In addition, according to our CFT, the variance in the product number is equal to the mean for 

any particular realization of ( )R t , i.e., 

2
( ) ( ) 0

( ) ( )
t

R t R tn n d R S tδ τ τ τ〈 〉 = 〈 〉 = −∫ . (M-25) 

We expect that equation (M-25) is already known in queueing theory. In addition, from 

equation (M-24), we have  

2
( ) 2 1 2 1 2 10 0

( ) ( ) ( ) ( )
t t

R tn d d R R S t S tτ τ τ τ τ τ〈 〉 = − −∫ ∫ . (M-26) 

Substituting equations (M-24)-(M-26) into (M-23), we obtain  

2
2 1 2 1 2 1 2 10 0

( ) ( ) ( ) ( ) ( ) ( )
t t

n n d d S t S t R R R Rδ τ τ τ τ τ τ τ τ ′〈 〉 = 〈 〉 + − − −  ∫ ∫ , (M-27) 

where 2 1( ) ( )R Rτ τ ′  and ( )R τ  are defined by  

2 1 2 1( ) ( ) [ ( )] ( ) ( ) [ ( )]R R D R t R R p R tτ τ τ τ′ ≡ ∫   (M-28) 

and ( ) [ ( )] ( ) [ ( )]R D R t R p R tτ τ〈 〉 = ∫ , respectively. Since the derivation of equation (M-27) only 

relies on two well-established laws, the transient version of Little’s law and the law of total 

variance, equation (M-27) is exact. Note that equation (M-27) has exactly the same 

mathematical structure as equation (1) or equation (M-19). Since both equations (M-27) and 
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equation (1) are correct, the TCF defined in equation (M-28) should be equal to the TCF 

defined in equation (M-17), that is,  

2 1 2 2 1
1 1

( ) ( ) ( ) ( ) ( ) ( )c c
i j

i j
j i

R R R R t tτ τ τ τ δ τ δ τ
∞ ∞

= =
≠

′ = = 〈 − − 〉∑∑ . (M-29a) 

We emphasize that 2 1( ) ( )R Rτ τ ′  in equation (M-27) is different from

2 1
1 1

( ) ( )c c
i j

i j
t tδ τ δ τ

∞ ∞

= =

〈 − − 〉∑∑  although ( )R t  is defined by equation (M-3) or 

1
( ) ( )c

i
i

R t t tδ
∞

=

= −∑ . Should we choose to interpret 2 1( ) ( )R Rτ τ ′  by 

2 1
1 1

2 1 2 1
1 1 1

2 1 1 2 1

( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

c c
i j

i j

c c c c
i i i j

i i j
j i

t t

t t t t

R R R

δ τ δ τ

δ τ δ τ δ τ δ τ

δ τ τ τ τ τ

∞ ∞

= =

∞ ∞ ∞

= = =
≠

〈 − − 〉

= 〈 − − 〉 + 〈 − − 〉

= − +

∑∑

∑ ∑∑  (M-29b) 

equation (M-27) would yield an incorrect result.  

We can show this for the simple case where the product creation process is a Poisson 

process. In Supplementary Note 18, we present the relationship between the TCF of the rate 

fluctuation and the reaction time distribution. As shown in Supplementary Note 18, when the 

product creation process is a stationary renewal process with the waiting time distribution, 

1( )tψ , the TCF defined in equation (M-29a) can be related to 1( )tψ  by  

0 0 0 0( ) ( ) ( ) ( ) ( )R t t R t R t t R t t R′+ = + = R  (M-30) 
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with [ ]1 1
ˆ ˆ ˆ( ) ( ) 1 ( )s s sψ ψ= −R  (see equation (N18-13)). For a Poisson product creation process 

with a constant rate, 0R , we have 1 0 0ˆ ( ) ( )s R s Rψ = +  and 0( )t R R= =R  so that equation 

(M-30) yields  

2
0 0( ) ( ) 0R t t R t R′+ − = . (M-31a) 

On the other hand, if one were to mistakenly adopt equation (M-29b) for the definition of 

0 0( ) ( )R t t R t ′+ , one would obtain a different result, namely, 

2
0 0 0( ) ( ) ( )R t t R t R t Rδ′+ − = . (M-31b) 

Between equations (M-31a) and (M-31b), equation (M-31a) is obviously the correct 

result for a Poisson product creation process with a constant rate. It is well known that, when 

product creation is a Poisson process, the product number distribution is the Poisson 

distribution with 2 ( ) ( )n t n tδ〈 〉 = 〈 〉 . Equation (M-27) yields the correct result only when we 

adopt the correct definition of 0 0( ) ( )R t t R t ′+  given in equation (M-29a). This example 

clearly shows that equation (M-17) or (M-29a) is the correct definition for the TCF of the 

product creation rate, but equation (M-29b) is not. 

The derivation of the CFT in Supplementary Methods “The Chemical Fluctuation 

Theorem from transient Little’s law and the law of total variance” is simpler than the derivation 

in Supplementary Methods “The variance in the product number”. On the other hand, the 

derivation of the CFT in Supplementary Methods “The variance in the product number” has a 

greater advantage over the derivation of the CFT in Supplementary Methods “The Chemical 

Fluctuation Theorem from transient Little’s law and the law of total variance”; the former 
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provides the precise microscopic definition of the TCF by equation (M-17) while the latter 

cannot. It is only from equation (M-17) that the TCF of the product creation rate can be related 

to the microscopic dynamics of the product creation processes, for example, by equation (N18-

12) or (N18-13). An additional advantage of the derivation of the CFT in Supplementary 

Methods “The variance in the product number” is that the derivation procedure can be extended 

to obtain the analytic expressions of various other statistical measures including the TCF of the 

product number, while the law of total variance cannot be extended in such a way and only 

provides the variance. However, the alternative derivation of the CFT in Supplementary 

Methods “The Chemical Fluctuation Theorem from transient Little’s law and the law of total 

variance” clearly confirms the correctness of the mathematical structure of the CFT and 

connects the CFT with well-established laws in probability theory, specifically, a transient 

version of Little’s law and the law of total variation.  

  

Derivation of equations (2) and (3) 

In the steady-state where product creation is a stationary state, equation (1) reads as:  

2
,1 1 2 1 2 1 1 2 1 10 0

( ) ( ) ( ) ( )n n dt dt S t S t R t R tσ δ δ
∞ ∞

= 〈 〉 + 〈 〉∫ ∫              (M-32) 

for the transcription of a single gene copy. 1( )R t  and ( )S t  denote the rate of the transcription 

of the single gene copy and the time-dependent survival probability of mRNA, respectively.  

The overall transcription rate of Model III can be written as 1 ( )R ξκ= Γ , where ξ  is a 

stochastic variable for the gene state, taking one of two values, 0 for the repressed gene state 

and 1 for the unrepressed gene state, and ( )κ Γ  represents the rate of the transcription process 
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of the unrepressed gene, which depends on cell-state variable Γ . For this model, the mean 

number of mRNA, ( )1 1 10
( ) mn R dtS t R τ

∞
〈 〉 = 〈 〉 = 〈 〉∫ , and the TCF of the rate fluctuation in the 

overall transcription process can be obtained as  

1 mn κ ξ τ〈 〉 = 〈 〉 〈 〉           (M-33a) 

2 2 2 21 1
2

1

( ) (0) ( ) ( ) ( ) ( )R t R t t t t
R κ κ ξ ξ κ ξ κ ξ

δ δ η φ η φ η η φ φ〈 〉
= + +

〈 〉
      (M-33b) 

where 2 2 2
q q qη δ= 〈 〉 〈 〉  denotes the relative variance or noise in q , i.e., 2 2 2

q q qη δ= 〈 〉 〈 〉  

( { , })q κ ξ∈ . See equation (A12) in ref. 5 for the derivation of equation (M-33b). Dividing 

equation (M-32) by 2
1n〈 〉  and substituting equations (M-33a) and (M-33b) into equation 

(M-32), one can easily derive equation (2). In the case where the survival probability of 

mRNA is an exponential function of time, i.e. ( )( ) expS t tγ= − , the noise susceptibility nqχ  

appearing in equation (2) reduces to 
0

( )t
qdte tγγ φ

∞ −∫ . An alternative derivation of equation (2) 

can be found in ref. 2, but the derivation is only applicable when the product survival 

proability is an exponential function.  

Now let us move on to derivation of equation (3). For the transcription of g identical copies 

of the gene, equation (1) reads as 

2
, 2 1 2 1 2 10 0

, 1
( ) ( ) ( ) ( )

g

n g g i j
i j

n dt dt S t S t R t R tσ δ δ
∞ ∞

=

= 〈 〉 + 〈 〉∑∫ ∫         (M-34) 

where iR  denotes the transcription rate of the i -th gene copy. The mean transcript number 

gn〈 〉  created from g  identical copies of the gene is related to the mean transcript number 
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1n〈 〉  created from the single gene copy by  

1 11
ˆ ˆ(0) (0)g

g ii
n R S g R S g n

=
〈 〉 = 〈 〉 = 〈 〉 = 〈 〉∑               (M-35) 

because the mean transcription rate of one gene copy is the same as that of another gene copy, 

i.e., 1 2 gR R R〈 〉 = 〈 〉 = = 〈 〉 . 
0

ˆ(0) ( )S dtS t
∞ ≡  ∫  is the same as the mean lifetime of mRNA, 

i.e., 
0

ˆ(0) ( )S dt t tψ
∞

= ∫  with ( )tψ  being the distribution of the mRNA lifetimes. ( )tψ  is 

related to the survival probability ( )S t  of mRNA by ( ) ( )t dS t dtψ = − . In the third equality 

of equation (M-35), we have used 1 1
ˆ(0)n R S〈 〉 = 〈 〉 , which is valid for any functional form of 

the mRNA lifetime distribution.  

The second term on the right-hand side of equation (M-34) can be then rewritten as 

( )

( )

2 1 2 1 2 1 2 10 0
1

2 1 2 1 1 2 1 1 2 1 2 1 2 10 0 0 0

2
,1 1

2
,1 1

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( 1)

g

i i i j
i i j

i j
i j

n i j
i j

n

dt dt S t S t R t R t R t R t

g dt dt S t S t R t R t dt dt S t S t R t R t

g n n n

g n g g c

δ δ δ δ

δ δ δ δ

σ δ δ

σ

∞ ∞

= ≠

∞ ∞ ∞ ∞

≠

≠

 
〈 〉 + 〈 〉 

 

= 〈 〉 + 〈 〉

= − 〈 〉 + 〈 〉

= − 〈 〉 + −

∑ ∑∫ ∫

∑∫ ∫ ∫ ∫

∑
(M-36) 

In the second equality of equation (M-36), equation (M-32) has been used. In equation (M-36),  

i jn nδ δ〈 〉  denotes the covariance between the copy number of mRNA produced from the i-th 

gene copy and the copy number of mRNA produced from the j–th gene copy. The value of 

i jn nδ δ〈 〉  should be the same for any pair of identical gene copies, so it is denoted by c . 

Noting that 2 2 2
,n g g gn nσ = 〈 〉 − 〈 〉 , one can obtain the expression of 2

gn〈 〉  from equations (M-
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35) and (M-36) as follows: 

2 2 2 2
1 ,1 ( 1)g nn g n g g g cσ〈 〉 = 〈 〉 + + −                      (M-37) 

Taking the average on both sides of equations (M-35) and (M-37) over the gene copy number 

distribution, one obtains  

1n g n〈 〉 = 〈 〉〈 〉  (M-38a) 

2 2 2 2
1 ,1 ( 1)nn g n g g g cσ〈 〉 = 〈 〉〈 〉 + 〈 〉 + 〈 − 〉              (M-38b) 

From equations (M-38a) and (M-38b), we finally obtain equation (3): 

22 2
,1

1
1 1

2
,1 1

( 1)

( 1)

n
n g

n g n

n n g g cF F n
n n g n

g gF C n
g

σ

η

〈 〉 − 〈 〉 〈 − 〉
≡ = + 〈 〉 +

〈 〉 〈 〉 〈 〉 〈 〉

 〈 − 〉
= + + 〈 〉 〈 〉 

                        (M-39) 

where 2
,1nη  denotes the relative variance or noise in the copy number of mRNA produced by 

a single gene copy, i.e. 22
,1 1n nσ . nC  denotes the mean-scaled correlation between mRNA 

levels produced from two gene copies, which is defined by i j i jn n n nδ δ  or 2
1c n〈 〉 . 

Equation (M-39) can be easily re-arranged to equation (3) in the main text (see Supplementary 

Note 18). 
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SUPPLEMENTARY NOTES 

Supplementary Note 1 | The time scale of the RNAP-promoter binding affinity fluctuation. 

In this note, we briefly mention the previous works that support our finding that the RNAP 

binding affinity of constitutive promoters fluatuates with a rate of about 100 Hz or greater. It 

was shown that the supercoiling of DNA affects the formation of the pre-initiation complex 

and the subsequent initiation process3, 4. Such a tendency differs from gene to gene, depending 

on the promoter sequence5, 6. The time scale associated to non-enzymatic supercoiling 

dynamics amounts to 10 ms or less, which is consistent with our estimation of the RNAP-

promoter binding affinity fluctuation time scale7, 8 (see Supplementary Note 14 &  

Supplementary Figure 1 for our estimation of time scale of the binding affinity fluctuation). 
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Supplementary Note 2 | Equation for the protein noise derived from CFT. 

In this note, we apply equatin (1) to the simple vibrant translation process, the rate of which 

is given by ( )TL TLR k n= Γ , and present the equation that shows how the mRNA noise 

propagates into the downstream protein noise. For the vibrant transcription process, equation 

(1) yields the following equation for the variance 2
pσ  in the protein number, p, in the steady 

state: 

2
2 1 2 1 2 10 0

( ) ( ) ( ) ( )p p p TL TLp dt dt S t S t R t R tσ δ δ
∞ ∞

= 〈 〉 + ∫ ∫  (N2-1) 

where p  and ( )pS t  denote the mean protein number per cell in the steady-state and the 

survival probability of a protein, or the probability that a protein molecule created at time 0 has 

not suffered an annihilation as of time t. The mean protein number, p〈 〉 , is related to the mean 

translation rate TLR  and the mean lifetime of protein pτ  by TL pp R τ〈 〉 = 〈 〉 , where Pτ  is 

given by 
0

ˆ (0) ( )p p pS dtS tτ
∞ = =  ∫ . Equation (N2-1) exactly holds for general translation 

models, irrespective of whether or not the translation rate is dependent on the protein number. 

Given that ( )TLk Γ  and the mRNA number are independent, equation (N2-1) yields 

2 2 2 2 2
( , )

1
TL TL TL TLp pk k pn n p k n k np

η χ η χ η χ η η= + + +
〈 〉

.           (N2-2) 

The derivation of equation (N2-2) is similar to the derivation of equation (2) (see 

Supplementary Methods). In equation (N2-2), the susceptibility or propagation efficiency 

coefficient of the source noise into the non-Poisson protein noise is defined as 
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2
2 1 2 1 2 10 0

ˆ (0) ( ) ( ) (| |)pq p p p qS dt dt S t S t t tχ φ
∞ ∞−= −∫ ∫    { , , ( , )}TX TXq k n k n∈          (N2-3) 

where ( , ) ( )
TXk n tφ  designates ( , ) ( ) ( ) ( )

TX TXk n k nt t tφ φ φ= . The mRNA noise, 2
nη , appearing in 

equation (N2-2) is given by 2 1
n nn Q nη −= 〈 〉 + 〈 〉  with nQ  being given by equation (2) in the 

main text. 

The noise susceptibility given in equation (N2-3) can be rewritten as 

2
2 2 1 2 1 10 0

ˆ2 (0) ( ) ( ) ( )pq p p p qS dt S t dt S t t tχ φ
∞ ∞−= +∫ ∫    { , , ( , )}TX TXq k n k n∈         (N2-4) 

When the protein survival probability is a simple exponential, i.e., when ( ) pt
pS t e γ−= , one can 

easily show that equation (N2-4) reduces to ˆ ( )pq p q pχ γ φ γ= 2. 
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Supplementary Note 3 | Relationship between equation (1) and previously reported 

results. 

In this note, we briefly discuss how equation (1) is related to the previously reported results 

for the product copy number variability. 

3.1 Relation to results in refs. 2, 9, 10, 11 and 12 

When the survival probability is a simple exponential function, i.e., when 

( )( ) expS t tγ= − , equation (1) reduces to the result of ref. 2. Substituting ( )( ) expS t tγ= −  

into equation (1) for the steady state, one can obtain 

2 21
n nR Rn

η χ η= +
〈 〉

 (N3-1) 

where 2
qη  and ˆ ( )nR Rχ γφ γ =   denote the relative variance of quantity q  and the 

susceptibility of the product number fluctuation to the fluctuation of the product creation rate. 

The equivalent mathematical expression was previously presented in equation (A11) of ref. 2. 

When the overall transcription rate is given by R ξκ= , equation (N3-1) can be rewritten as 

equation (2) by using equation (A12) of ref. 2. The derivation given in ref. 2 was made for the 

case where the product creation rate can be coupled to cell state variables exlcuding the number 

of product molecules. In contrast, equation (1) holds exactly, even when the product creation 

rate is coupled to product number as well (see Supplementary Methods), as does equation (N3-

1).  

Here, we present a more detailed discussion about the relationship to ref. 2. First, CFT, 

equation (1), in the present work has a greater application range over the key results in ref. 2, 
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which can be summarized as follows: 1) CFT in the present work is applicable to biological 

networks with an arbitrary regulation mechanism on the product creation process, whereas the 

result in ref. 2 is not. The result in ref. 2 is only applicable to those biological networks in 

which the product creation process is not dependent on the product number. 2) CFT in the 

present work is applicable to both a non-stationary product creation process as well as a 

stationary process, whereas the result in ref. 2 is only applicable to the latter. 3) CFT in the 

present work is applicable to the case where the lifetime distribution is a non-exponential 

function, to which the result in ref. 2 cannot be applied. 

Second, in the present work, we apply CFT to the quantitative analysis of mRNA 

variability among a clonal population of cells for three different experimental data, namely 

those published in refs. 13, 14 and 15. In contrast, the authors of ref. 2 mainly focused on the 

application of their result to the quantitative analysis of protein level variability in the dual 

reporter system, reported in ref. 16. Since researchers in each experiment employed a different 

control variable, we use different models accordingly in the present work. These models are 

also different from the model used in ref. 2. 

Last, in the present analysis, the effect of gene copy number variability is explicitly 

modelled with the use of information extracted from experimental data reported in refs.13, 14 

and 15. By doing so, we take great strides in achieving a separate estimation of the mRNA 

noise originating from gene copy number variation and various other sources. In contrast, in 

ref. 2, the effects of gene copy number variability were implicitly taken into account with gene 

copy number treated as a hidden variable. 

 The relationship of equation (N3-1) to the theoretical results in refs.9, 10, 11 and 12 is 

discussed in detail in Supplementary Note 8 of ref. 2. 
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3.2 Relation to results in ref. 17 

Equation (N3-1) is also related to one of the key results in ref. 17. Equation (N3-1) is, in 

fact, equivalent to equation (C.23) in Supplementary Information of ref. 17, from which 

inequality (12) in ref. 17 follows. This fact may not be easily noticeable to general readers 

because, in contrast to equations (1) or (N3-1), the susceptibility of the product noise to the 

noise in the product creation rate is presented in terms of the covariance nR〈 〉  between 

product copy number, n, and the product creation rate, R in equation (C.23) in Supplementary 

Information of ref. 17.  

To see the equivalence between equation (N3-1) and equation (C.23) in ref. 17, one has to 

have the analytic expression for the steady-state cross correlation between the product copy 

number and the product creation rate. Multiplying equations (M-3) and (M-11) gives 

0 0
1 1

0 0
1

0 0
1 1

( ) ( ) ( ) ( ) 1 ( )

( ) ( ) 1 ( )

( ) ( ) 1 ( )

t tc c
i j j

i j

t tc c
i i i

i

t tc c
i j j

i j
j i

n t R t t t d t d

t t d t d

d t t t d

τ

τ

τ

δ τδ τ τ δ τ τ

δ τδ τ τ δ τ τ

τ δ δ τ τ δ τ τ

∞ ∞ −

= =

∞ −

=

∞ ∞ −

= =
≠

 ′ ′ ′ ′= − − − −  

 ′ ′ ′= − − − −  

 ′ ′ ′+ − − − −  

∑∑ ∫ ∫

∑ ∫ ∫

∑∑∫ ∫

          (N3-2) 

where the diagonal terms with i j=  are separated from the off-diagonal ones with i j≠  on 

the R.H.S. of the second equality. Let us consider ( ) ( )n t R t′  in the limit where  t t ε′→ +  

with ε  being positive and infinitestimal. Then each of the diagonal terms vanishes because 
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0 00

0 00

00

lim ( ) ( ) 1 ( )

lim ( ) ( ( )) 1 ( )

lim ( ) ( ( )) 0

t tc c
i i i

tc
i i

tc
i

t t d t d

t t d t d

t t d t

τ

ε

ε

ε

ε

δ ε τδ τ τ δ τ τ

δ ε τδ τ ε τ δ τ τ

δ ε τδ τ ε

−

→ +

−

→ +

→ +

 ′ ′+ − − − −  
 ′ ′= + − − + − −  

= + − − + =

∫ ∫

∫ ∫

∫

            (N3-3) 

By taking the average of equation (N3-2) over { , }c c
i jt t  and { }jτ  and by using equation (M-

17) and (N3-3), we obtain  

0
( ) ( ) ( ) ( ) ( )

t
n t R t d S t R t Rτ τ τ〈 〉 = − 〈 〉∫     (N3-4) 

This equation becomes 

2

0
( ) ( )RnR R n R dt S t tδ φ

∞
′ ′ ′〈 〉 = 〈 〉〈 〉 + 〈 〉∫                (N3-5) 

in the steady-state or in long time limit. Equation (N3-5) is exact regardless of the time-profile 

of the survival probability and the stochastic properties of the steady-state transcription process, 

which may depend on the product number, in the presence of feedback regulation, as well as 

other cell-state variables. Equation (N3-5) is a new result, which has not been previsouly 

reported. Its application to biological systems is to be published separately.   

In the special case where the product decay process is a simple Poisson process for which 

the survival probability of a product molecule is given by ( ) tS t e γ−= , our results reduce to the 

result of ref. 17. In this special case, we can rewrite equation (N3-5) as  

2 2 2 2ˆ ( )R nR nR R nR Rn R R R R n n Rδ δ δ φ γ χ δ γ χ η χ σ〈 〉 = 〈 〉 = 〈 〉 = 〈 〉〈 〉 = 〈 〉 〈 〉  

Here nRχ  denotes the susceptibility, ˆ ( )Rγφ γ , of the product noise when the product lifetime 
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is exponentially distributed. From this equation, we obtain the following analytic result for the 

normalized covariance nRφ ( )n Rn Rδ δ σ σ≡ 〈 〉    between n and R,  

R
nR nR

n

ηφ χ
η

=                      (N3-6) 

where nRχ  is the same as that appearing in equation (N3-1). With equation (N3-6) at hand, 

equation (N3-1) can be rearranged to  

2 2 21n nR n Rη φ η η= +  (N3-7) 

where 2
qη , the notation used in ref. 17, denotes 2

q nη 〈 〉 . Equation (N3-7) is equivalent to 

equation (C.23) in ref. 17, from which inequality (12) in ref. 17 follows. In the derivation, we 

confine ourselves to the usual case where every reaction event produces a single product 

molecule. 

3.3 Relation to results in ref. 18 

In ref. 18, the authors considered the following model of single gene expression. 

Production of mRNAs occurs in bursts, each of which produces a random number bm  of 

mRNAs. The transcriptional burst is a renewal process with waiting time distribution ( )f t . 

The annihilation of mRNA is a simple Poisson process with a constant rate. Each mRNA 

produces a random number bp  of proteins with an arbitrary distribution before decay. The 

annihilation of protein is a renewal process with arbitrary waiting time distribution ( )h t . By 

applying queueing theory to the model, the authors provided an approximate analytic solution 
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for the mean and variance of protein number in the steady-state for two limiting cases, in which 

either ( )f t  or ( )h t  is an exponential distribution.  

Our CFT, equation (1), yields exact analytic results for the first two moments of protein 

copy number for more general models of gene expression, the details of which appear in 

Supplementary Note 2. Here, we only make a comparison between equation (1) in this work 

and equation (6) of ref. 18 for the case where ( )f t  is an exponential distribution given by 

te λλ − . Equation (6) of ref. 18 reads as 

22
2 0

( )p pp A dt S tσ λ
∞

 = 〈 〉 +  ∫  (N3-8) 

where 2
pσ  and p〈 〉  denote the variance and mean in the protein number. 2A  is the burst 

size parameter given in equation (2) in ref. 18. ( )pS t  denotes the survival probability of a 

protein molecule. In comparison, given that the translation rate is given by TLk n  with TLk  

being constant, equation (1) of the present work yields 

2 2
2 1 2 1 2 10 0

( ) ( ) ( ) ( )p TL p pp k dt dt S t S t n t n tσ δ δ
∞ ∞

= 〈 〉 + ∫ ∫  (N3-9) 

for the variance in the protein number. Equation (N3-9) can be obtained from equation (N2-2) 

with TLk  being constant ( 2 0
TLkη = ). In equation (N3-9), 2 1( ) ( )n t n tδ δ  denotes the TCF of 

the mRNA number fluctuation. Equation (N3-9) is the exact result for the translation model 

and it reduces to equation (N3-8) or equation (6) of ref. 18 only when the mRNA fluctuation is 

white noise, i.e., 2
2 1 2 2 1( ) ( ) ( ) ( )TLn t n t A k t tδ δ λ δ= − . However, in reality, the mRNA noise is 

not really a white noise, but a colored noise whose time correlation depends on the dynamics 
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of the transcription and the mRNA annihilation processes. 
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Supplementary Note 4 |Generalization of equation (1) for the case where the mRNA 

lifetime distribution is strongly heterogeneous among the cells.  

When the mRNA degradation process is strongly coupled to the cell environment, the 

mRNA lifetime distribution can significantly differ from cell to cell, and the cell-to-cell 

variation in the mRNA lifetime distribution serves as an additional source of the mRNA noise. 

Let ( )S tΓ  denote the mRNA lifetime distribution for the cells in state Γ  and let the 

mRNA decay process be a renewal process among the cells in state Γ . Then the first two 

moments of the mRNA copy number distribution among the cells in state Γ  are given by 

equation (M-6) and (M-18) with ( )S t  replaced by ( )S tΓ , i.e., 

0
( ) ( ) ( )

t
n t d R S tτ τ τΓ Γ〈 〉 = 〈 〉 −∫   (N4-1) 

2

1 2 1 2 2 10 0

( ) ( )

( ) ( ) ( ) ( )
t t

n t n t

d d S t S t R Rτ τ τ τ τ τ

Γ Γ

Γ Γ

〈 〉 = 〈 〉

+ − −∫ ∫
 (N4-2) 

Performing the average of equations (N4-1) and (N4-2) over the distribution, ( )p Γ , of cell 

state, we can easily obtain ( )n t  and 2 ( )n t , respectively. By subtracting 2( )n t  from 

2 ( )n t , we obtain  

2

1 2 1 2 2 10 0

1 2 2 2

( ) ( )

( ) ( ) ( ) ( )

                      ( ) ( ) ( ) ( )

n

t t

t n t

d d S t S t R R

S t S t R R

σ

τ τ τ τ τ τ

τ τ τ τ

=

+  − −

− − − 

∫ ∫  (N4-3) 
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where ( )S t  and 1 2( ) ( )S t S t  are defined by ( ) ( ) ( )S t d p S tΓ≡ Γ Γ∫  and

1 2 1 2( ) ( ) ( ) ( ) ( )S t S t d p S t S tΓ Γ≡ Γ Γ∫ , respectively. 

Adding 1 2 2 10 ( ) ( ) ( ) ( )S t S t R Rτ τ τ τ= − − 1 2 2 1( ) ( ) ( ) ( )S t S t R Rτ τ τ τ− − −  to the 

integrand of equation (N4-3), we obtain  

2

1 2 1 2 2 10 0

1 2 2 2

( ) ( )

( ) ( ) ( ) ( )

                      ( ) ( ) ( ) ( )

n
t t

t n t

d d S t S t R R

S t S t R R

σ

τ τ τ τ δ τ δ τ

δ τ δ τ τ τ

= 〈 〉

+  − −

+ − − 

∫ ∫  (N4-4) 

where 1 2( ) ( )S t S tδ δ  denotes 1 2 1 2( ) ( ) ( ) ( )S t S t S t S t− . Equation (N4-4) is the simplest 

generalization of equation (1) into the case where the mRNA lifetime distribution is strongly 

heterogeneous among the cells. The implicit assumption involved in this derivation is that the 

cell state variables coupled to the mRNA lifetime distribution is statically distributed and they 

are not coupled to the transcription process. It is possible to generalize equation (1) to 

encompass the more complicated cases where these assumptions do not hold; this, however, is 

beyond scope of this work. In the steady-state, or in the long time limit, the non-Poisson mRNA 

noise is obtained from equation (N4-4) as  

( )

2
2

2 2
2 1 1 2 2 12 0 0

2 2 2

2 ( ) ( ) ( )n
m R R

m m m

n d d S S
n

τσ τ τ τ τ τ φ τ τ η

τ τ τ

∞−− 〈 〉
= 〈 〉 −

〈 〉

+ 〈 〉 − 〈 〉 〈 〉

∫ ∫  (N4-5) 

where k
mτ  is defined by ( ) ( )k

md p τΓ Γ Γ∫  with ( )τ Γ  being equal to 
0

( )dtS t
∞

Γ∫ . On the 

R.H.S. of equation (N4-5), the second term indicates the relative variance of mean mRNA 
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lifetimes distributed over cells. In the special case where ( )( ) expS t k tΓ Γ= − , the time integral 

on the R.H.S. of equation (N4-5) is given by  

2

2 1 1 2 2 10 0

ˆ ( )( ) ( ) ( )
4
R

R
kd d S S
k

τ φτ τ τ τ φ τ τ
∞

Γ

Γ

− =∫ ∫  (N4-6) 

and l
mτ〈 〉  is given by ( ) ld p k −

ΓΓ Γ∫ .  

In Fig. 5f, we consider the model where the mRNA lifetime is statically heterogeneous 

dichotomous random variable among the cells. In this case, we have 

1 1 2 2( ) ( ) ( )p p pδ δΓ = Γ −Γ + Γ −Γ  with 1 2 1p p+ = , and 1 1 2 2( ) exp( ) exp( )S t p k t p k t= − + − . 

For this model, the R.H.S. of equation (N4-6) is given by  

2
2

2 1 1 2 2 10 0
1

ˆ ( )( ) ( ) ( )
4
R i

R i
i i

kd d S S p
k

τ φτ τ τ τ φ τ τ
∞

=

− =∑∫ ∫  (N4-7) 

and l
mτ〈 〉  is given by 2

1
l

i ii
p k −

=∑ , where ( )i jk  denotes 
( )i j

kΓ . Substituting these results into 

equation (N4-5) and using equation (M-33b) for 2 ˆ ( )R R ikη φ , we can calculate the non-Poisson 

mRNA noise for the model where the mRNA lifetime is statically distributed. As shown in Fig. 

5f, the non-Poisson mRNA noise for this model is greater than the non-Poisson mRNA noise 

of the transcription model with the mRNA survival probability that is not heterogeneous but 

the same across the cells and given by 1 1 2 2( ) exp( ) exp( )S t p k t p k t= − + − . 

 

  



30 

 

Supplementary Note 5 | Brief review on several approaches dealing with reaction 

networks in dynamic environments. 

Here, we present a brief review on several approaches dealing with reaction networks in 

dynamic environments, which are mentioned in the main text.  

Lim et al. extended the chemical master equation to account for the coupling between the 

product creation rate and the cell environment2. Taking this approach, the authors provided a 

simple analytic result of biological noise, which provides a successful quantitative explanation 

of how the RNAP level noise propagates into the downstream protein noise and correlation in 

the dual reporter system. In doing so, the authors also take into account the coupling of hidden 

environmental variables other than the RNAP level on the gene expression rate in a collective 

and complete manner. However, the derivation of the final result in ref. 2 is made under the 

assumptions that the product creation rate is independent of the product number and that the 

lifetime of product molecules are exponentially distributed, which makes it inapplicable to the 

intracellular networks with feedback regulations or the case where the lifetime of product 

molecules has a non-exponential distribution. These two drawbacks are removed in our CFT. 

In addition, it is remarkable that the CFT, equation (1), is applicable to the case where the 

product creation is a non-stationary process, to which the final result in ref. 2 is inapplicable.  

Leier and Marquez-Lago introduced another approach based on the delay chemical 

master equation (DCME) to efficiently deal with reaction networks. In this approach, the 

authors model complex chemical processes as a single-delay reaction, instead of modeling 

every detail of the complex chemical processes19. Here, the single delay reaction is 

characterized by the distribution of time delays or elapsed times taken to complete a product 

creation event after the reaction is initiated. The derivation of a solvable DCME for general 
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networks including feedback loops remains a difficult task, though the stochastic simulation of 

the single delay reaction is possible. A different simulation algorithm for reaction networks in 

dynamically fluctuating environments was suggested by Voliotis, Thomas, Grima, and 

Bowsher20. This method simulates trajectories that can be obtained from the chemical master 

equation with time-dependent, stochastic rates. However, the stochastic rate is not allowed to 

be affected by the product number, which limits application of this method to regulatory 

networks containing feedback loops. Neither of these approaches gives the general analytical 

result for second-order chemical fluctuation, which is the central result of our work.  

Extending Gardiner and Chaturvedi’s Poisson mixture ansatz into the case where the 

mean of a Poisson distribution is governed by the first-order differential equation with time-

varying, stochastic creation and degradation rates, Dattani and Barahona obtained the general 

relationship [equation (4.1)] between the product (mRNA) number moments and Poisson mean 

moments21. Among them, the second-order moment equation [equation (4.4)] is comparable to 

our CFT, but the application range of their equation is essentially limited to the case where the 

degradation rate is a constant or a deterministic function of time. In the absence of the product 

degradation process, this result assumes the same mathematical form as the result in ref. 22. 

When the rate of the product degradation process is constant, the second-order moment 

equation reduces to the result in ref. 2 in the steady state. One can consider a more general case 

with a stochastic degradation rate, for which an explicit analytic result is missing in ref. 21. 

Taking the approach in ref. 21, one can derive a formal expression of the second moment of 

the product number23. However, to obtain an explicit analytic result, one must have the analytic 

expressions for the multi-time correlations between stochastic rates governing the time 

evolution of the Poisson means up to the infinite order, which makes the practical application 

of this approach infeasible when the product lifetime distribution is an arbitrary non-
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exponential function. To the best of our knowledge, the exact analytic expression, equation (1) 

reported in this work, for the reaction networks creating the product molecules with an arbitrary 

lifetime distribution has not been previously reported.  

It is remarkable that , as demonstrated in ref. 21, the analytic result of the time-dependent 

mRNA number distributions can be obtained for simple models by solving the time-evolution 

equation of the distribution of the Poisson mean. This equation conforms to the generalized 

Fokker-Planck equation describing general vibrant reaction networks considered in ref. 2. 

These equations, however, are not applicable to reaction networks with a feedback regulation. 

Even for the gene expression network without any feedback regulation, it is not feasible to 

provide a quantitative explanation of the experimental data for gene expression statistics with 

use of the simple models considered in ref. 21.  
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Supplementary Note 6 | Analysis of the experimental data for the copy number variation 

of mRNA expressed from lacZ gene under IPTG-controllable Plac promoter among a 

clonal population of E. coli14 

Combining equations (2) and (3), we obtain the following expression of the non-Poisson 

noise 1nQ n〈 〉  

2 2 2 2
( , )

1

( 1)n
n n n g n

Q g gF C
n gξ ξ κ ξ κ ξ κ κχ η χ η η χ η

 〈 − 〉
= + + + + 〈 〉 〈 〉 

      (N6-1) 

for Model III. The non-Poisson noise, 
1nQ n , can be decomposed into two components. The 

first two terms on the right-hand side of equation (N6-1) originate from the dichotomous 

fluctuation of the gene states between the active state ( 1ξ = ) and the inactive state ( 0ξ = ), so 

they are proportional to the relative variance 2
ξη  in the gene state variable, ξ . On the other 

hand, the terms in the bracket stand for the non-Poisson noise originating from other sources, 

such as fluctuations in the transcription rate κ  of the gene in the unrepressed state, the slow 

variation in the gene copy number, g , and the correlation between the copy number of 

mRNAs created from different gene copies.  

To provide a quantitative explanation of the experimental data shown in Fig. 2, we must 

know the dependence of the non-Poisson mRNA noise, 1nQ n〈 〉 , on the mean mRNA level. 

Let us first examine the dependence of the common factor, 2
ξη , of the first two terms on the 

mean mRNA level or 1 1,max( )x n n≡ 〈 〉 〈 〉 . For Model III, 2
ξη  are related to onk  and offk  by 

2 2 2 2( ) off onk kξη ξ ξ ξ≡ 〈 〉 − 〈 〉 〈 〉 =  2 ( )on on offk k kξ ξ 〈 〉 = 〈 〉 = +  . The gene state switching 
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rates, onk  and offk , are related to the maximum scaled mean mRNA level, x , by 

( )on on offx k k k= + . That is to say, in terms of x , we have 2 (1 ) /x xξη = − , which vanishes in 

the limit where the gene is always in the unrepressed state, i.e., in the 1x →  or on offk k →∞  

limit. Therefore, the first two terms on the right-hand side of equation (N6-1) vanish in the 

1x →  limit where we have  

11
lim nx

Q n
→

〈 〉 = 2 ( 1)
n g n

g gF C
gκ κχ η 〈 − 〉

+ +
〈 〉

.  (N6-2a) 

On the right-hand side of this equation, 2
nκ κχ η  and gF  originate from the fluctuation in 

transcription rate κ  of the gene in the unrepressed state and the variation in the gene copy 

number, but they are independent of the gene-state switching dynamics or onk , offk , and x . 

In addition, for Model II and III, nC  is independent of onk , offk , and x , as we will show in 

Supplementary Note 10. Since 11
lim nx

Q n
→

〈 〉  is independent of x , only the first two terms on 

the right-hand side of equation (N6-1) depend on x  or the mean mRNA level, which can also 

be experimentally estimated by  

1 11
limn nx

Q n Q n
→

〈 〉 − 〈 〉 ≡ ∆ . (N6-2b) 

The dependence of ∆  on x  or the mean mRNA level carries valuable information about 

the dynamics of the transcription process comprising the gene-state switching between 

repressed and unreppresed states and the transcription dynamics of the gene in the unrepressed 

state. For Model I, the fluctuations in the gene state and the transcription rate are neglected, 
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i.e., 2 2 0ξ κη η= = , so that the first two terms,  

2 2 2
( , )n nξ ξ ξ κ ξ κχ η χ η η∆ = + ,  (N6-2c) 

on the right-hand side of equation (N6-1) vanish for any value of the mean mRNA level, which 

is in contradiction with the experimental data shown in Supplementary Figure 2a or Fig. 2a,  

Supplementary Figure 3, and Fig. 4. For Model I, the value of the non-Poisson noise 1nQ n〈 〉  

is the same as 11
lim nx

Q n
→

〈 〉  independent of x , which is simply given by gF  because nC  as 

well as 2
κη  vanish in equation (N6-2) for Model I:  

1n gQ n F〈 〉 =  (Model I) (N6-3) 

For Model II, the fluctuation in the gene-state is taken into account, 2 0ξη ≠ , while the 

fluctuation in the transcription rate of the gene in the unrepressed state is neglected, i.e., 2 0κη = , 

for which ( )2 2 2
( , )n nξ ξ ξ κ ξ κχ η χ η η∆ = +  reduces to 2

nξ ξχ η , and the non-Poisson noise 
1nQ n  

in equation (N6-1) becomes 

2
1n n gQ n Fξ ξχ η〈 〉 = + , (Model II) (N6-4) 

nC  in equation (N6-1) vanishes for Model II as well as for Model I. gF  is independent of the 

gene state switching rate or the mean mRNA level, but nξχ  and 2 ( )off onk kξη =  are related 

to the gene state switching rate. From this point forward, we confine ourselves to the case where 

the survival probability of mRNA is explicitly given by an exponential function, i.e. ( ) tS t e γ−=  

for analysis of the lacZ mRNA number fluctuation given in ref. 14, where the lacZ mRNA 
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reportedly show an exponential decay. In this case, nξχ  is obtained as ( )n on offk kξχ γ γ= + + . 

The analytic expression of nξχ  can be obtained from the definition, 
0

( )t
n dte tγ
ξ ξχ γ φ

∞ −≡ ∫ , 

and the following equation, ( )( ) on offk k tt eξφ
− += , which is exact for Model II. The dependence of 

nξχ  on 1 1,max( ) ( )on on offx n n k k k= 〈 〉 〈 〉 = +  is not unique; instead, it is sensitive to the 

transcriptional regulation mechanism. When the value of offk  is modulated while the value 

onk  is held constant through the transcriptional regulation, we have on off onk k k x+ =  so that  

( )n x xξχ α= +   ( offk  modulation) (N6-5a) 

with α  being onk γ . On the other hand, when the value of onk  is modulated while the value 

of offk  is held constant, we have (1 )on off offk k k x+ = −  so that  

(1 ) (1 )n x xξχ β= − − +   ( onk  modulation)  (N6-5b) 

with β  being offk γ . As mentioned before, we have 

2 (1 )x xξη = −    (N6-6) 

in any case. Therefore, the dependence of the non-Poisson mRNA noise in equation (N6-4) on 

the maximum-scaled mean mRNA level, x , is given by 

1 (1 ) ( )n gQ n x x Fα〈 〉 = − + +  (Model II, offk  modulation) (N6-7a) 

1 2
1 (1 ) (1 )n gQ n x x x Fβ−〈 〉 = − − + +  (Model II, onk  modulation) (N6-7b) 

Note that the non-Poisson noise is divergent in the small x  limit for the onk  modulation 
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mechanism, whereas it approaches a finite value for the offk  modulation mechanism. The 

experimental data shown in Supplementary Figure 2a and Fig. 2a in the main manuscript are 

consistent with the offk  modulation mechanism. Therefore, we choose equation (N6-7a) in 

analysis of the experimental data with use of Model II.  

In Supplementary Figure 2a, we show the experimental data for ( )x∆ , which decrease 

with 1 1,max( )x n n= 〈 〉 〈 〉  in a bi-exponential manner for lacZ mRNA among a clonal population 

of E. coli14. However, neither Model I nor Model II provide a satisfactory quantitative 

explanation of the bi-exponential feature in the experimental data. Equations (N6-3) and (N6-

7a) are used for 1nQ n〈 〉  in the comparison of Model I and II with the experimental data. In 

equation (N6-3), the value of parameter gF  could be estimated to be 0.206 (see 

Supplementary Note 16). The value of ( )onkα γ=  in equation (M-38a) is set to be 0.83, 

which is estimated from the reference values14, 15 of γ  and onk . The value of onk  is set to 

be 3 16.9 10 ( )s− −× , which is the value of the repressor dissociation rate from the major operator 

site O1 reported in ref. 15 and the lifetime of mRNA, 1γ − , is given by 120 seconds in ref. 14. 

A direct comparison between the experimental data and the theoretical predictions of equations 

(N6-3) and (N6-7a) is made in Fig. 2a. In addition, the best fits of Model I and Model II to the 

experimental data for the non-Poisson noise as a function of 1n〈 〉  are shown in  

Supplementary Figure 2b. The optimized values of the adjustable parameters are as follows: 

1.50gF =  (Model I); 0.215gF =  and ( ) 0.451onkα γ≡ =  (Model II). As shown in Figs. 2a 

and Supplementary Figure 2b, the bi-phasic feature in the experimental data for nQ n〈 〉  or 
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( )x∆  cannot be explained by either Model I or Model II, in which the transcription of the gene 

in the active state is a simple Poisson process with constant rate κ . This observation attests 

Model III’s assumption that the transcription of the active gene is not a Poisson process.  

For Model III, 1 11
( lim )n nx

Q n Q n
→

∆ ≡ 〈 〉 − 〈 〉  depends on the non-Poisson transcription 

dynamics of the unrepressed gene through the TCF κφ  of fluctuations in transcription rate κ . 

The dependence of ∆  on κφ  for Model III can be obtained from equation (N6-1) as  

2 2ˆ1 ( ) ( )n on off on offk k k kξ ξ κ κχ η γ φ γ η ∆ = + + + + +   (Model III) (N6-8) 

where nξχ  and 2
ξη  are the same as in Model II, and their dependence on the mean mRNA 

level are given in equations (N6-5a) and (N6-6). Since nξχ  is given by ( )on offk kγ γ + + , the 

dependence of ( )on off nk k ξγ γ χ+ + =  on the mean mRNA level reads as ( )1 xγ α+  for the 

offk  modulation scheme and [ ]1 (1 )xγ β+ −  for the onk  modulation, according to 

equations (N6-5a) and (N6-5b). Equation (N6-8) can be then rewritten in a more compact form 

as  

2 2ˆ1 ( ) ( )n n nξ ξ ξ κ ξ κχ η γ χ φ γ χ η ∆ = +   (Model III) (N6-9) 

The explicit expression of ( )x∆  can be obtained by substituting equation (N6-5) into 

equation (N6-9): 

2(1 ) ˆ( ) 1 1 1xx f
x x xκ κ

α αη
α

−     ∆ = + + +    +     
 (Model III, offk  modulation)    (N6-10a) 
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2
2(1 ) ˆ( ) 1 1 1

(1 ) 1 1
xx f

x x x xκ κ
β βη

β
−     ∆ = + + +    − + − −    

(Model III, onk  modulation)    (N6-10b) 

where ˆ ( )kf s  stands for ˆ ( )sκγφ γ   with s  denoting the dimensionless Laplace variable 

defined by s s γ= . The corresponding inverse Laplace transform, { }1 ˆ( ) ( ) ( )kf t f s tκ
−= 

  

with t  being the dimensionless time variable tγ , is the same as ( )tκφ γ . Thanks to the 

Tauberian theorem, ˆlim ( ) (0) 1q qs
s sφ φ

→∞
= = , we obtain the asymptotic behaviors of ( )x∆  from 

equation (N6-10) as   

2 1

2
2

ˆ (1 ) (1 ) (1 )  (Model III,   modulation)
( 1) 1(1 )  (Model III,  modulation)

off

on

f x k
x

x k

κ κ

κ

η α α

η
β

− + + + − 
∆ → →  +

−


, (N6-11a) 

for the case where the mean mRNA level is close enough to the maximum value, and  

2

2 1 1

1  (Model III,  modulation)
( 0)

ˆ (1 ) (1 )  (Model III,  modulation)

off

on

k
x

f x k

κ

κ κ

η
α
η β β − −

 +


∆ → → 
  + + + 

 (N6-11b) 

for the case where the mean mRNA is small enough. As shown in Supplementary Figure 2c, 

the asymptotic behavior of the experimental data is found to be consistent with the offk  

modulation scheme, in agreement with the conclusion drawn in ref. 14. It is also consistent 

with the mechanism of IPTG, which changes the association rate of the repressor to promoter 

DNA or the rate, offk , at which the gene switches from the unrepressed state to the repressed 

state. Therefore, we choose equation (N6-10a) for the quantitative analysis of the experimental 

data for ( )x∆  shown in Supplementary Figure 2a. 
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From the experimentally measured dependence of ∆ on x , we can extract the time 

profile of the TCF, ( )tκφ . To do this, we first make use of the substitution, 1 / x sα+ =   or 

/ ( 1)x sα= − , in equation (N6-10a) and then make a simple rearrangement of the resulting 

equation to obtain  

2 1ˆ ( )
1 1

f s
s s sκ κ

α αη
α

 = ∆ − − − − 


  

 ( 1 )s α≥ +  (N6-12) 

Since the inverse Laplace transform, { }1 ˆ( ) ( ) ( )kf t f s tκ
−= 

 , is the same as ( )tκφ γ , we can 

obtain the time profile of ( )tκφ  by performing the inverse Laplace transform of equation (N6-

12) and the experimental data for ( )x∆ . When the entire experimental data are plotted in a 

logarithmic scale, the data clearly show a bi-exponential feature, as shown in Supplementary 

Figure 2a. On the basis of such a bi-exponential feature, the following function is chosen as a 

fitting equation for ( )x∆ : 

( ) ( )(1 )x y x x∆ = −  (N6-13) 

with ( )y x  being the following multi-exponential function, ( )1,max2
31

( )i n x
ii

c e c y xλ− 〈 〉

=
+ ≡∑ . 

Equation (N6-13) has the correct asymptotic behavior given in equation (N6-10a) for the offk  

modulation case. The solid curve in Supplementary Figure 2a is the best representation of the 

experimental data by equation (N6-13). The value of 1,maxn〈 〉  is 30.6 according to the 

experimental data reported in ref. 14. The optimized values of {1,2,3}ic∈  and {1,2}iλ∈  are 

1 36.3c = , 2 1.07c = , 3 0.30c = , 1 21.6λ = , and 2 0.22λ = . These values are found by the 
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least square fit of equation (N6-13) into the experimental data under the constraint that the 

variance in the transcription event number is positive. The variance in the transcription event 

number is given by equation (1) with ( ) 1S t = . Since the small-x limit value of ( )x∆  is given 

by 1 2 3( 0)x c c c∆ → = + +  according to equation (N6-13), the value of 2
κη  can be estimated 

as 30.4 from equation (N6-11b) or 1 2 3c c c+ + = 2( 1)κη α+  for the offk  modulation case.  

Substituting equation (N6-13) into equation (N6-12), we obtain  

 2 1ˆ ( )
1 1

f s y
s s sκ κ
α αη  = − − − 



  

 (N6-14) 

where the value of ( )onkα γ=  is set to be 0.83 as estimated from the reference values of onk  

and γ  mentioned above. The definition of ( )y x  is given below equation (N6-13). As shown 

in Supplementary Figure 2d, ˆ ( )f sκ   or ˆ ( )sκγφ γ   has a negative value when the value of s  is 

less than 40 , which signifies ( )tκφ  is not a monotonically decaying function. If ( )tκφ  were 

a monotonically decaying function of time, its Laplace transform will always be positive. Note 

that the global fit of equation (N6-10a) with the exponential TCF, ( ) exp( )t tκφ λ= −  [equation 

(N6-19)] cannot provide a quantitative explanation of the experimental data for 1nQ n〈 〉  (see 

Supplementary Figure 4). 

Indeed, the time profile of TCF ( )tκφ  obtained from the inverse Laplace transform of 

equation (N6-14) is found to have a non-monotonic function of time, which is given by 

( )
3

2
0 1,max

1
( ) 2 1t

i i
i

t e c J n tγ
κ κη φ α λα γ

=

= 〈 〉 −∑  [ 1(1 )tγ α −<< + ] (N6-15) 
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Here, 0J  denotes the zeroth order Bessel function of the first kind24, which is one of the well-

known oscillatory functions frequently encountered in physics and chemistry. As shown in Fig. 

2b, the TCF given in equation (N6-15) exhibits an oscillatory behavior.  

According to an anonymous reviewer’s suggestion, we repeated our analysis using a non-

parametric interpolation of the raw data version of ( )x∆  to confirm the oscillatory feature in 

the resulting TCF of the transcription rate. We interpolate the raw data points for ( )x∆ , or 

1 11
( ) limn nx

Q n x Q n
→

〈 〉 − 〈 〉  shown in Supplementary Figure 2a, using the piecewise cubic 

Hermite interpolating polynomial interpolation routine in Matlab 9.2, and substitute the 

interpolation result into ( )x∆  in equation (N6-12). We then cacluate 2 ( )tκ κη φ , by performing 

the numerical inverse Laplace transform of equation (N6-12) with the non-parametric 

interpolation of ( )x∆ , with use of Durbin-Crump method. As shown in Supplementary Figure 

5, the resulting TCF shows an oscillatory feature in qualitative agreement with equation (N6-

15) that relies on the smooth function version of ( )x∆ , representing a global trend in the data.  

We have also used the Stehfest method for the numerical inverse Laplace transform to 

extract the TCF of the transcription rate from the non-parametric interpolation of the raw data 

version of ( )x∆ . In contrast with the TCF obtained from the Durbin-Crump method, the TCF 

extracted from the Stehfest method has a noisy shape, and the details of the shape depend on 

which option was chosen for the numerical inverse Laplace transform routine in use. However, 

we find that the noisy TCF extracted from the Stehfest method also shows an oscillatory feature 

in qualitative agreement with the TCF extracted with use of the Durbin-Crump method, or the 

result of our analysis that relies on equation (N6-13), the smooth function version of ( )x∆ , 
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which are presented in Supplementary Figure 5 and Fig. 2, respectively. However, we do not 

present the unnaturally irregular TCFs extracted using the Stehfest method. Given that the 

variance in the copy number of mRNA is a slowly varying function of the mean mRNA number, 

( )x∆  and hence the TCF of the transcription rate should be smooth functions.  

We find that the oscillatory time dependence of ( )tκφ  is consistent with the known 

transcription mechanism of the active gene, only when the transcription of the gene in the active 

state is a strongly non-Poisson process, or only when the distribution ( )T tψ  of the 

transcription waiting times, or the distribution of intermittent times between two successive 

transcription events, has a strongly sub-Poisson peak with the relative variance far less than 

unity (Fig. 3b). In the case where the transcription process of the gene in the unrepressed state 

is a Poisson process with constant rate κ , the transcription waiting time is given by the simple 

exponential distribution te κκ − .  

For the transcription model shown in Fig. 3a, the TCF ( )tκφ  can be simply related to 

the distribution ( )T tψ  of transcription waiting time in the Laplace domain:  

ˆ ( )ˆ ( )
ˆ1 ( )

T

T

ss F
s sκ κ

ψ κφ
ψ

〈 〉
= −

−
  (N6-16) 

[see equation (N18-13)]. The correctness of equation (N6-16) for the transcription model 

shown in Fig. 3a can be confirmed against accurate stochastic simulation results (Figs. 3c and  

Supplementary Figure 6). For the model, ( )T tψ  is given by the convolution, 

1 2 1 20
( * )( ) ( ) ( )

t
t d tψ ψ τψ τ ψ τ = −  ∫ , of the waiting time distributions 1( )tψ  and 2 ( )tψ  
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associated with the RNAP-promoter association step and the successful initiation step. The 

mean transcription waiting time, 
0

( )TT dt t tψ
∞

〈 〉 = ∫ , is the same as 1 2τ τ+ , the sum of the 

mean waiting time of the RNAP-promoter association step and that of the successful initiation 

step. In equation (N6-16), κ〈 〉  is the same as 1T −〈 〉 . This can be shown by multiplying s  

on both sides of equation (N6-16) and taking the small s  limit to obtain 

0
ˆ( ) 0 lim [1 ( )]

s
F s sκ κφ ψ κ

→
∞ = = − − 〈 〉  because of the Tauberian theorem and 

0
ˆ (0) ( ) 1dt tψ ψ

∞
= =∫ . The exact result reads as 1Tκ −〈 〉 = 〈 〉  because of the following identity: 

00
ˆ ˆ ˆlim[ ( ) (0)] ( 0) ( )s ss

s s sψ ψ ψ
=→

− − − = −∂  
0

( )Tdt t t Tψ
∞

= =〈 〉∫ .  

According to our stochastic simulation result shown in Fig. 3c or Supplementary Figure 

6, the period of oscillatory TCF ( )tκφ  approaches the mean transcription waiting time 

( )1 2T τ τ〈 〉 = +  as the relative variance in T decreases. To understand this simulation result, let 

us first consider the simple model in which transcription events occur exactly at every 0T  

second. For the extreme sub-Poisson transcription model, the transcription waiting time is 

given by 0( ) ( )T t t Tψ δ= −  of which the mean and variance are 0T  and zero, respectively. 

The Laplace transform of the transcription waiting time distribution is given by 

0ˆ ( ) exp( )T s sTψ = − . By substituting the latter equation into equation (N6-16), one can obtain  

0
1 0

1ˆ ( ) exp( )
n

s F snT
sTκ κφ

∞

=

= − −∑   (N6-17) 
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thanks to the following identities, ( ) 1

1
1 n

n
x x x∞−

=
− =∑  and 1 Tκ〈 〉 = 〈 〉 . The inverse Laplace 

transform of equation (N6-17) reads as  

1
0 0

1
( ) ( )

n
t F t nT Tκ κφ δ

∞
−

=

= − −∑   (N6-18) 

Note that the TCF given in equation (N6-18) is composed of a series of Dirac’s delta functions 

periodically appearing at every 0T  second. That is to say, for the extreme sub-Poisson 

transcription model, the oscillation period of ( )tκφ  is exactly the same as the mean 

transcription waiting time. In the model considered in Fig. 3a, the transcription waiting time 

distribution consistent with the oscillatory TCF ( )tκφ  has a small but still finite variance; 

consequently, the peaks in the TCF ( )tκφ  have a broadened shape and its magnitude gradually 

decreases with time. In this case, the period of oscillation deviates from the mean transcription 

waiting time and the deviation increases with the fluctuation in the transcription waiting time. 

For the TCF ( )tκφ  in equation (N6-15) extracted from the experimental data, the first 

oscillation period is found to be 3.8 seconds as marked in Fig. 2b, which is quite close to the 

mean transcription waiting time given by 1 3.92κ〈 〉 ≅  seconds. The value of 1κ −〈 〉  can be 

easily estimated from the maximum value of the mean mRNA level, 1,max ( 30.6)n〈 〉 = , which is 

given by κ γ〈 〉 , and the mean lifetime of mRNA is given by ( )1 2 minutesγ − = . However, 

the oscillation period of the TCF ( )tκφ  extracted from the experimental data gradually 

increases with time, as shown in Fig, 2b. We ascribe this feature to the heterogeneity in the 

mean transcription waiting time across single cells (see Supplementary Figure 7).  
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It is worth mentioning that the non-Poisson mRNA noise data for the slowly growing 

cells with the doubling time greater than 45 minutes exhibit a different behavior from the data 

for the majority of cells with a shorter doubling time. We found that, for the slowly growing 

cells, the experimental data for the dependence of non-Poisson mRNA noise on the mean 

mRNA level is consistent with Model III under the offk  modulation scheme or equation (N6-

10a) with the exponential TCF, ( ) exp( )t tκφ λ= −  (see Figs. 2a and 2b). For the exponential 

TCF model, ˆ ( )f sκ  , equation (N6-10a) reads as 

2 1( ) (1 )
(1 )

x x
x x

κη
λ γ α α

 
∆ = + − + + + 

  (N6-19) 

which is in excellent agreement with the experimental data for the dependence of the non-

Poisson noise on the mean mRNA level, which are represented by red circles in Fig. 2a. With 

the value of 2
κη , α, 1,maxn〈 〉 , and 1nQ n〈 〉  at 1x =  kept the same as above, the extracted 

value of the adjustable parameter, ( )λ λ γ=  is given by 306λ = . The mRNA noise 

contributed solely from the fluctuation in κ, that is, 2
nκ κχ η  is then estimated to be 0.1. In 

comparison, the value of 2
nκ κχ η  ranges from 0.05 to 0.17 (Supplementary Figure 8). 

The monotonically decaying TCF ( )tκφ  emerges when the relative variance in the 

transcription waiting time is not small enough, as demonstrated in Figs. 3b and 3c. For the 

model considered in Fig. 3a, the relative variance in the transcription waiting time gets larger 

as the initial binding of RNAP to promoter DNA becomes sluggish, and it gets smaller as the 

initial binding of RNAP to promoter DNA becomes faster, making the subsequent successful 
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initiation step the rate determining step. This is because the randomness of the initial binding 

of RNAP to promoter is far greater than that of the successful initiation step composed of a 

number of consecutive reaction processes, which is also expected to be the case in living cells. 

The cells with a smaller number of RNAP and sigma factors would have a slower rate for the 

initial binding of RNAP to promoter DNA compared to cells with a greater number of the 

proteins. In comparison, the rate of the successful initiation step is expected to be far less 

sensitive to the abundance of RNAP and sigma factors because successful initiation is a uni-

molecular reaction of the RNAP-promoter complex. Therefore, the cells with the slower 

growth rate or a smaller number of proteins would have a greater relative variance in the 

transcription waiting time, for which case the TCF ( )tκφ  becomes a monotonically decaying 

function of time, as demonstrated in Fig. 3c, and a greater mRNA noise than the usual cells, 

which is consistent with experimental data shown in Fig. 2a. 

The quantitative information extracted from the analysis of experimental data shown in 

Fig. 2a is presented in Supplementary Table 1. 
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Supplementary Note 7 | Noise decomposition scheme of CFT. 

The chemical noise in living cells has been written as the sum of two components, 

intrinsic noise and extrinsic noise, by researchers in this field. However, in the literature, there 

has been controversy regarding the most appropriate definition of intrinsic noise and extrinsic 

noise. This issue was thoroughly examined in refs. 2 and 25. 

According to the CFT, equation (1), the noise in the product number, or the product noise, 

can be separated into a Poisson noise component, the first term on the right-hand side of 

equation (1), and a non-Poisson noise component, the second term. Here, regardless of the 

details in the product creation network and its coupling to the cell environment, the Poisson 

noise component is always given by the inverse of the mean without fail, while, on the other 

hand, the dependence of the non-Poisson noise component on the mean is dependent on these 

details. The Poisson noise component can be thought of as universal “intrinsic noise”. The non-

Poisson noise component can then be thought of as “extrinsic noise” and any remaining, non-

universal or system-dependent “intrinsic noise”. However, in CFT, equation (1), there is no 

distinction between extrinsic noise and the non-universal, system-dependent intrinsic noise, so 

that both are taken into account as a single term in a unified manner. A further separation of the 

non-Poisson noise component between extrinsic noise and non-universal, system-dependent 

intrinsic noise depends on one’s definition of intrinsic noise or extrinsic noise.  

In the present work, instead of separating product noise into intrinsic and extrinsic noise, 

we have factored the product creation rate into two factors: the control variable dependent 

factor and the environmental variable dependent factor. The former takes into account the rate 

of the chemical process that is coupled to the experimentally controlled variable as well as to 

the environmental variables. On the other hand, the latter takes into account the rate of the 
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remaining chemical processes in the network, which are coupled to the environmental variables, 

but not to the control variable. Using the factorized form of the product creation rate in CFT, 

we can obtain the relationship between the product noise and the noise in both rate factors, as 

demonstrated in equations (2) and (3) for both the single gene transcription and multi gene 

transcription versions of Model III, respectively. As shown in equations (2) and (3), 

fluctuations in both the control variable and the environmental variable dependent rate factors 

contribute to the non-Poisson component of the product noise. However, the product noise is 

not given by the simple sum of the noise arising from fluctuations in the two rate factors, but 

is instead given by a bilinear function of this noise. This means that the product noise 

originating from each of the two rate factors does not represent either intrinsic or extrinsic noise, 

terms used in the literature to discuss the sources of product noise. 
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Supplementary Note 8 | Non-Poisson mRNA noise is more sensitive to the transcription 

dynamics than the conventional measures such as the variance, the Fano-factor, or the 

relative variance in the mRNA level. 

Let us first obtain the analytic result for the variance in the mRNA level in cells with 

gene copy number variation. The transcription rate R  is given by 
1

g
ii

R R
=

=∑ , with iR  

being the rate of transcription from the i-th copy of the gene. The number g  of gene copies 

is a stochastic variable whose fluctuation time scale is much longer than the fluctuation time 

scale of the transcription process. For model III, the CFT, equation (1) yields  

,12 2 2
2

1

1 ( 1)n
n g n

Q g gn C n
g n g

σ η
 〈 − 〉

= 〈 〉 + + + 〈 〉 〈 〉 〈 〉 〈 〉 
 (N8-1a) 

or  

2
,1

1
1

( 1)1 nn
n g n

Q g gF F C n
n n g
σ  〈 − 〉

≡ = + + + 〈 〉  〈 〉 〈 〉 
 (N8-1b) 

where ( )1n n g〈 〉 = 〈 〉 〈 〉  and ,1 1nQ n〈 〉  denote the mean mRNA number per gene copy and 

the non-Poisson mRNA noise produced by a single gene copy (see Supplementary Methods). 

2
gη  and nC  denote the relative variance of the gene copy number and the mean-scaled 

correlation between the mRNA levels produced by different copies of a single gene, defined 

by n i j i jC n n n nδ δ= 〈 〉 〈 〉〈 〉  ( i j≠ ), respectively.  

Among various terms on the R.H.S. of equation (N8-1), it is ,1 1nQ n〈 〉  that carries the 

information about the transcription dynamics, in terms of the TCF of the transcription rate 
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fluctuation as shown in Fig. 2 or equation (2). However, the dependence of variance 2
nσ  on 

the mean n〈 〉  is often dominated by other terms so that 2
nσ  appears as a simple quadratic 

function of n〈 〉  irrespective of the transcription dynamics (Supplementary Figure 9). A 

similar observation was reported for the mean dependence of the variance in the protein levels 

among micro-organisms26. The variance in the mRNA is not a sensitive measure of the 

transcription dynamics of individual genes. Likewise, Fano-factor nF  on the mean mRNA 

level 1n〈 〉  has a significant contribution from 1
( 1)1 g n

g gF C n
g

 〈 − 〉
+ + 〈 〉 〈 〉 

, which makes it 

difficult to extract information about the transcription dynamics from the dependence of Fano-

factor on the mean mRNA level, either.  

By dividing equation (N8-1) by ( )1n g n〈 〉 = 〈 〉〈 〉 , one can easily obtain the analytic 

result for the mRNA noise or the relative variance in the mRNA number, given by  

2
,12 2

2 2
1

1 1 ( 1)nn
n g n

Q g g C
n n g n g
ση η 〈 − 〉

= = + + +
〈 〉 〈 〉 〈 〉 〈 〉 〈 〉

 (N8-2) 

For model III, the last two terms on the R.H.S. of equation (N8-2) are independent of the mean 

mRNA level (see Supplementary Note 8) so that the mean mRNA level dependent changes in 

the mRNA noise are contributed from the first two terms on the R.H.S. of equation (N8-2). 

However, when the mean mRNA level is small, the mRNA noise given in equation (N8-2) can 

be dominated by the first term 1n −  that has nothing to do with the non-Poisson transcription 

dynamics.  

From equation (N8-2), one can see that the non-Poisson mRNA noise defined by 
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( )
2

2

1n
nQ n

n n
σ

− = 〈 〉
〈 〉 〈 〉

 should be more sensitive to the transcription dynamics than the variance, 

the Fano-factor, and the mRNA noise given in (N8-1) and (N8-2), because the changes in the 

non-Poisson mRNA noise emerge only from the second-term on the R.H.S. of equation (N8-2) 

or the first term on the R.H.S. of equation (3) in the main text, which carries the information 

about the transcription dynamics. When the information about the mean gene copy number 

g〈 〉  is available, ng Q n〈 〉 〈 〉  or 1nQ n〈 〉  is a more direct measure of the transcription 

dynamics:  

,1 2
2

1 1

( 1)nn n
g n

QQ Q g gg C
n n n g

η 〈 − 〉
〈 〉 = = + +

〈 〉 〈 〉 〈 〉 〈 〉
  (N8-3) 
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Supplementary Note 9 | Comparison between the static and dynamic models of 

replication. 

In this note, the estimations of the first two moments of gene copy number for the static 

and dynamic models of replication are compared. The non-Poisson mRNA noise, equation (3), 

accounting for the effect of gene copy number variation is obtained by combining equations 

(M-38a) and (M-38b). For convenience, both equations are reproduced below: 

1n g n〈 〉 = 〈 〉〈 〉  (N9-1a) 

2 2 2 2
1 ,1 ( 1)nn g n g g g cσ〈 〉 = 〈 〉〈 〉 + 〈 〉 + 〈 − 〉        (N9-1b) 

These equations are valid irrespective of the explicit time dependence of the slow gene copy 

number variation. When the gene copy number, g, is either 1 or 2, Jones et al. obtained the 

following equations for g〈 〉  and 2g〈 〉 15: 

1g f〈 〉 = +   (N9-2)  

2 1 3g f〈 〉 = +   (N9-3) 

where f denotes the fraction of cell cycle after gene duplication. Later, Peterson et al. found the 

extended version for equations (N9-2) and (N9-3) with dynamic correction accounting for the 

effect of mRNA degradation27: 

11
feg f
γτ

γτ

− −
〈 〉 = + +  (N9-4) 

2
2 8 2 71 3

2

f fe eg f
γτ γτ

γτ

− −− −
〈 〉 = + +  (N9-5) 
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where γ and τ denote the inverse lifetime of mRNA and cell doubling time, respectively. The 

dynamic correction explicitly indicates the third term on the right-hand side of either equation 

(N9-4) or equation (N9-5). In the large γτ limit, equations (N9-4) and (N9-5) reduce to 

equations (N9-2) and (N9-3), respectively. In other words, equations (N9-2) and (N9-3) are 

valid for large γτ. Before this, Swain et al. also developed a time-dependent theory but they 

estimated the dynamic correction to be negligible, which can be attributed to the fact that the 

values of relevant parameters they used fall into the case of large γτ 28.  

Although we used a time-independent theory in the calculation of the mean and variance 

of the gene copy number, this issue does not pose a problem because the value of γτ is large 

enough. For example, the value of γτ is estimated to be 30 with 1γ − = 2 min and τ = 60 min 

for the constitutive expression data we used in Fig. 4. In this case, the relative deviations of 

equations (N9-2) and (N9-3) from equations (N9-4) and (N9-5) are estimated to be 2% and 4%, 

respectively. For the inducer-controlled expression data we used in Fig. 2, where g is either 2 

or 4, none of equations (N9-2)-(N9-5) is directly available because these equations are derived 

for the case where g is either 1 or 2. However, we could still estimate the values of g〈 〉  and 

2g〈 〉  for the experimental data in Fig. 2 as shown in Supplementary Note 16.  
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Supplementary Note 10 | Mean-scaled mRNA correlation is independent of the gene-state 

switching process for Model III. 

In this note, we show that the mean scaled correlation nC  between copy numbers of 

mRNAs produced from different gene copies is independent of the mean mRNA level for 

Model III, as stated before. For Model III, the mean-scaled mRNA correlation, nC , is 

independent of the mean mRNA level, which can be shown as follows. According to ref. 2, nC  

can be decomposed into the three terms: 

( , )
C C C

n n n nC C C C Cξ ξ κ κ ξ κ ξ κχ χ χ= + +                   (N10-1) 

where qC  denotes the mean-scaled correlation between fluctuations of q for genes A and B, 

explicitly, q A B A BC q q q qδ δ= 〈 〉 〈 〉〈 〉  with { , }q ξ κ∈ . The analytic expression of 

susceptibility C
nqχ  is given by 

( )ˆ ( )C XY Y
nq q

X Y
χ γ φ γ

≠

= ∑    , { , }X Y A B∈ , { , , ( , )}q ξ κ ξ κ∈      (N10-2) 

where γ  is defined as ( ) ( ) ( ) ( )( )A B A Bγ γ γ γ γ= +  with ( )Xγ  denoting the decay rate of 

mRNA produced from the gene X. For { , }q ξ κ∈ , ( )XY
q tφ  denotes the normalized TCF 

defined by ( ) ( ) ( ) ( )( ) ( ) (0)XY X Y X Y
q t q t q q qφ δ δ δ δ= 〈 〉 〈 〉 . For ( , )q ξ κ= , ( )XY

q tφ  is defined by 

( ) ( ) ( )XY XY XY
q t t tξ κφ φ φ= .  

To show that nC  is constant in onk , offk , and 1n〈 〉  for the case where the gene 
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expression is controlled by changing either onk  or offk , it is sufficient to show 0Cξ =  , 

according to equation (N8-1). Let ( ) ( ) ( )X YP t
ξ ξ

 denote the joint probability that the values of 

( {0,1})ξ ∈  are ( )Xξ  and ( )Yξ  for the genes X and Y at time t. For Model II or Model III, 

( ) ( ) ( )X YP t
ξ ξ

 satisfies the following master equation: 

( )
( )

2 0

0
( ) ( )

0

0 2

off on on

off on off on

XY XY
off on off on

off off on

k k k

k k k k
t t

t k k k k

k k k

− 
 

− + ∂
= ⋅ ∂ − + 
 − 

P P  (N10-3) 

where ( )XY tP  is the four-dimensional column vector defined as 

11 10 01 00( ) ( ( ), ( ), ( ), ( ))T
XY t P t P t P t P t=P . The superscript T stands for the transpose. The steady-

state solution of equation (N4-3) is simply given by 2 2( ) ( , (1 ), (1 ), (1 ) )T
XY x x x x x x∞ = − − −P  

with ( ) ( ) ( )X Y
on on offx k k kξ ξ≡ 〈 〉 = 〈 〉 = + . With the steady-state solution at hand, one can 

calculate ( ) ( )X Yξ ξ〈 〉  as follows: ( ) ( )X Yξ ξ〈 〉 = ( ) ( )( ) ( )

1 ( ) ( ) 2
11, 0

( ) ( )X YX Y
X Y P P x

ξ ξξ ξ
ξ ξ

=
∞ = ∞ =∑  

This means that ( ) ( )X Yξ ξ〈 〉  is the same as ( ) ( ) 2X Y xξ ξ〈 〉〈 〉 = , i.e.,  

( ) ( ) ( ) ( ) 0X Y X YCξ ξ ξ ξ ξ= 〈 〉 − 〈 〉〈 〉 = . 

Substituting the result into equation (N4-1), one can obtain C
n nC Cκ κχ= . Here C

nκχ  and 

Cκ  are given by ˆ ( )C XY
nκ κχ γφ γ=  and ( ) ( ) ( ) ( )X Y X YCκ δκ δκ κ κ= 〈 〉 〈 〉〈 〉 , which are independent 

of the gene-state switching process or onk , offk , and n〈 〉 . That is to say, nC  is independent 
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of the mean mRNA level. 

For the transcription model shown in Fig. 4, the RNAP-promoter binding affinity K 

undergoes the on-off fluctuation (see Supplementary Note 15), i.e., 0K K ν=  with 0K  and ν 

being a constant and a dichotomous stochastic variable ( {1,0}ν ∈ ), respectively. Here, ν is 

equivalent to ξ . Therefore, like 0Cξ = , we also have ( ) ( ) ( ) ( ) 0X Y X Y
KC Cν ν ν ν ν= = 〈 〉 − 〈 〉〈 〉 = , 

where ( )Xν  and ( )Yν  are the values of ν for the genes X and Y, respectively.  
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Supplementary Note 11 | Non-Poisson mRNA noise predicted from the model proposed 

in ref. 15 for constitutive gene expression. 

Here, we describe the transcription model used in ref. 15, and present the result of CFT, 

equation (1), for this model. The transcription model of ref. 15 is formed on the basis of three 

assumptions: 

1) The single gene transcription rate is linearly proportional to the number RpN  of RNAP, i.e., 

1 RpR kN= ; 

2) The number RpN  of RNAP is a static random variable, i.e. 2( ) (0)Rp Rp RpN t N Nδ δ δ= ;  

3) The transcription rates of different gene copies are uncorrelated, i.e., 0nC = . 

When a single gene transcription rate is given by 1 RpR R kN= =  according to the 

assumption 1), CFT (equation (1)), can be written as 

2 2
,1

1

1
Rp Rpn nN Nn

η χ η= +
〈 〉

  (N11-1) 

with 

ˆ ( )
Rp RpnN Nχ γφ γ=   (N11-2) 

in the steady-state, given that the decay rate of mRNA is constant γ . Note here that noise 

susceptibility 
RpnNχ  is proportional to the Laplace transform of the normalized TCF ( )

RpN tφ  

of the RNAP number fluctuation. Under the assumption 2), we have 
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2

( ) (0)
( ) 1

Rp

Rp Rp
N

Rp

N t N
t

N

δ δ
φ

δ
= =  

and its Laplace transform is given by 1

0
ˆ ( ) ( )

Rp Rp

t
N Ndte tγφ γ φ γ

∞ − −= =∫ . Substituting equation 

(N11-2), we get 1
RpnNχ = . Further substituting the latter result into equation (N11-1), we 

obtain 2 2
,1 11

Rpn Nnη η= 〈 〉 + . Therefore, the non-Poisson mRNA noise produced by a single gene 

is given by 

,1 2 2
,1

1 1

1
Rp

n
n N

Q
n n

η η= − =
〈 〉 〈 〉

 (N11-3) 

where ,1nQ  and 2
,1nη  denote 2

,1 1 1n nσ 〈 〉 −  and 2 2
,1 1n nσ 〈 〉 , respectively. 

The mRNA noise in the presence of gene copy number variation can be obtained by 

substituting equation (N11-3) into equation (4):  

2

1

( 1)
Rp

n
N g n

Q g gF C
n g

η 〈 − 〉
= + +

〈 〉 〈 〉
 (N11-4) 

where gF  and nC  denote, respectively, the Fano factor of the gene copy number and the 

mean-scaled correlation between mRNA levels produced by two copies of a single gene, 

defined by ( )n i j i jC n n n nδ δ= 〈 〉〈 〉  ( i j≠ ). nC  has the same order of magnitude as 2
,1nη  

when the gene expression variability comes from the fluctuation in the number of RNAP2. 

However, in ref. 15, nC  is neglected. Under the assumption 3), equation (N11-4) reduces to 
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2

1
Rp

n
N g

Q F
n

η= +
〈 〉

 (N11-5) 

An equivalent form of this equation is presented in the first paragraph of section, ‘Promoter 

strength dependent transcriptional noise15’ in the main text.  
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Supplementary Note 12 | Incorporation of feedback regulation into the constitutive 

expression model. 

In this note, we present an example of how the effect of feedback regulation can be 

incorporated into the constitutive expression model in the present work. The mathematical 

structure of the CFT, given in equation (1), remains the same in the presence of a feedback 

regulation, independent of the detailed nature of the regulation mechanism. However, the 

transcription rate, R, which appears in CFT, can be dependent on the number of mRNAs or 

proteins, i.e. 

( , )TX TXR R k m pθ= =          (N12-1) 

where ( , )m pθ  is the transcription rate factor with a mathematical form dependent on the 

details of the regulation mechanism. For example, for a feedback transcription network, rate 

factor θ  can take the Hill-type form: 

( )
1 ( )

Rp

Rp

K p N
K p N

θ =
+

                                      (N12-2) 

where the RNAP-promoter binding affinity, ( )K p , is dependent on the protein copy number, 

p, given by 

0( )
1 h h

p

KK p
K p

=
+

    (N12-3) 

Here, 0K , pK , and h denote the RNAP-promoter binding affinity in the small p limit, the 

binding affinity of protein to the operator site, and the Hill exponent, respectively. 0K  and 

pK  are not just constants but stochastic variables that are coupling to the cellular environment. 

A positive h would then indicate negative feedback, and a negative h, positive feedback. 
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In the actual application of the CFT to the quantitative analysis of the chemical 

fluctuation resulting from a regulatory network, it is necessary to calculate the TCF of the 

product creation rate, which depends on the product number.  

A simple but general method is to use a perturbative expansion of the transcription rate 

in terms of the protein number around its mean value, which was proposed by Tattai & 

Oudenaarden in ref. 29 to obtain the gene expression noise for various gene regulatory 

networks including the feedback network. By applying this method to the CFT for the TCF of 

the chemical fluctuation, which is to be reported separately, we can obtain a closed set of 

equations for the TCFs of mRNA and proteins for any given gene regulatory network. The 

advantage of our approach is that it enables a calculation of the variance or TCF of the mRNA 

and protein for a given feedback regulation network, regardless of the detailed shape of the 

mRNA and protein lifetime distributions, which cannot be done by taking the conventional 

approach based on the chemical master equation.  

To calculate the TCF of the transcription rate under a feedback regulation, one can use 

various levels of mathematical or numerical methods. Finding the optimum method is a topic 

we leave for the future research.  
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Supplementary Note 13 | Dependences of noise and mean-scaled correlation for RNAP-

bound fraction of promoter on the RNAP binding affinity of promoter under constitutive 

gene expression. 

In this note, we show how 2
θη  in equation (N15-1) and Cθ  in equation (N15-2) are 

related to K. In equation (N15-1), we need to consider 2
θη  and ( )tθφ  simultaneously as one 

factor because not 2
θη  but 2 2( ) (0) [ ( )]t tθ θδθ δθ θ η φ〈 〉 〈 〉 =  essentially contributes to the non-

Poisson mRNA noise. The TCF, ( ) (0)tδθ δθ〈 〉 , of θ at a single gene can be expressed as 

2

2

( ) (0) ( ) (0)

1 1 1
1 ( ) 1 (0) 1

t t

t

δθ δθ θ θ θ

ζ ζ ζ

〈 〉 = 〈 〉 − 〈 〉

= −
+ + +

             (N13-1) 

In equation (N13-1), 1 (1 ( ))tζ+  can be expanded in the power series of the relative deviation 

( )tδζ ζ  of the RNAP-promoter interaction strength ( )RpKNζ =  as follows: 

2
2

2

1 1 ( ) ( )1 ( ) ( )
1 ( ) 1

t t
t

δζ δζθ ζ θ ζ
ζ ζ ζ ζ

 
= − + − + +  

           (N13-2) 

Here ( )tδζ  denotes ( )tζ ζ−  with ζ  being the average of ζ . Using equation (N13-2), 

the two terms on the R.H.S. of the second equality in equation (N13-1) can be expanded as 

2
2 2

2 2 2

1 1 1 ( ) (0)1 ( ) 2 ( )
1 ( ) 1 (0) (1 )

t
t

δζ δζ δζθ ζ θ ζ
ζ ζ ζ ζ ζ

 〈 〉 〈 〉
= + + + + + +  

      (N13-3) 

and 



64 

 

2 2
2

2 2

1 1 1 2 ( )
1 (1 )

δζθ ζ
ζ ζ ζ

 〈 〉
= + + + +  

             (N11-4) 

respectively. Substituting equations (N13-3) and (N13-4) into equation (N13-1), we obtain 

2 2 2( ) ( )[1 ( )]t tθ θ ζ ζη φ η φ θ ζ≅ −                  (N13-5) 

to the leading-order approximation neglecting the higher-order relative fluctuation terms with 

2 2 2( ) (0) ( ) ( ) (0) ( )t t tθ θδθ δθ θ ζ δθ δθ θ η φ〈 〉 ≅ 〈 〉 〈 〉 = .  

Similarly, we consider Cθ  and ( )XY tθφ  simultaneously as one single factor in equation 

(N15-2). The TCF, ( ) ( )( ) (0)X Ytδθ δθ〈 〉 , of θ at two different genes can be expressed as 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) (0) ( ) (0)

1 1 1 1
1 ( ) 1 (0) 1 1

X Y X Y X Y

X Y X Y

t t

t

δθ δθ θ θ θ θ

ζ ζ ζ ζ

〈 〉 = 〈 〉 − 〈 〉〈 〉

= −
+ + + +

    (N13-6) 

Applying equation (N7-2) separately to ( ) 1(1 )Xζ −+  and ( ) 1(1 )Yζ −+ , we obtain the equations 

that have similar structures to equations (N13-3) and (N13-4): 

( ) ( )
( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( )2 ( )2
( ) 2 ( ) 2

( )2 ( )2

1 1 1 ( ) (0)1 ( ) ( )
1 ( ) 1 (0) (1 )(1 )

( ) ( )

X Y
X Y

X Y X Y X Y

X Y
X Y

X Y

t
t

δζ δζθ ζ θ ζ
ζ ζ ζ ζ ζ ζ

δζ δζθ ζ θ ζ
ζ ζ

 〈 〉
= ++ + + + 

〈 〉 〈 〉
+ + + 




 (N13-7) 

and 
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( )2
( ) 2

( ) ( ) ( ) ( ) ( )2

( )2
( ) 2

( )2

1 1 1 1 ( )
1 1 (1 )(1 )

( )

X
X

X Y X Y X

Y
Y

Y

δζθ ζ
ζ ζ ζ ζ ζ

δζθ ζ
ζ

 〈 〉
= ++ + + + 

〈 〉
+ + 




      (N13-8) 

Substituting equations (N13-7) and (N13-8) into equation (N13-6) gives 

( ) ( )( ) ( )[1 ( )][1 ( )]XY XY X YC t C tθ θ ζ ζφ φ θ ζ θ ζ≅ − −                  (N13-9) 

to the leading-order approximation neglecting the higher-order relative fluctuation terms with 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) (0) ( ) ( ) ( ) (0) ( )X Y X Y X Y X Y XYt t C tθ θδθ δθ θ ζ θ ζ δθ δθ θ θ φ〈 〉 ≅ 〈 〉 〈 〉〈 〉 = . We assume 

that identical copies of the target gene have the same binding affinity to RNAP, i.e., 

( ) ( )( )X YK K K= = , when equation (N13-9) assumes a simpler form: 

2( ) ( )[1 ( )]XY XYC t C tθ θ ζ ζφ φ θ ζ≅ −                      (N13-10) 

We note here that ( )XY tζφ  is not the same as ( )tζφ . The two are the same only for the 

hypothetical case where the RNAP-promoter interaction strength of gene X is perfectly 

correlated with that of gene Y. 
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Supplementary Note 14 | Further discussion on the results of quantitative analysis of the 

experimental data shown in Fig. 4. 

14.1 Time scale of binding affinity fluctuation 

From our analysis of the experimental data shown in Fig. 4d, we find the lower limit 

value of offk γ  as 54.8, which is far greater than 0.83, the value of onk γ  used for the 

analysis of the experimental data shown in Fig 2a (see also Supplementary Figure 1). This 

result indicates that the time scale of the RNAP binding affinity fluctuation is much shorter for 

the constitutive promoters than it is for the promoters with additional regulation mechanisms. 

From equation (N15-18) and the value of 2
,0 1.97 10nKβ −= ×  extracted from our analysis 

in Supplementary Note 15, we can estimate the lower bound of offkβ γ≡ . Given that 

2 ˆ (1 ) 0
TX TXk kη φ β+ ≥ , equation (N15-18) yields the following inequality: 

2

,0

1
1RpN

nK

η
β

β

+
≥ −                   (N14-1) 

As the value of 2
RpNη  is about 0.1, the lower bound of ( / )offkβ γ=  is estimated to be 54.8. 

See also Supplementary Figure 10 where we display the stochastic time traces of the 

transcription rate of a gene with a fast state dynamics and the time traces of the transcription 

rate of a gene with a slow state dynamics.  

14.2 Estimation of the environment-induced correlation between transcription levels of 

different gene copies 

The mean scaled correlation, ( )n i j i jC n n n nδ δ= 〈 〉 〈 〉〈 〉 , is a measure of the environment-
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induced correlation between the transcription levels of different gene copies. In the present 

work, we assume that nC  is the same for any pair of gene copies. As detailed below, the 

maximum value of nC  is estimated to be about 0.2 and nC  is proportional to the square of 

the probability that the promoter is not occupied by RNAP so that it has a smaller value for 

strong promoters. 

From equation (N15-5), one can obtain the simpler expression of nC  

2 2(1 ) [1 ( )]
TX TX Rp TX TX

C C
n nk k N nk kC C Cχ η θ ζ χ= + − +         (N14-2) 

where the meanings of the symbols are the same as those in Supplementary Note 15. Equation 

(N14-2) can be obtained from equation (N15-5) by noting that ( , )TX TX

C C
n n k kC C Cζ ζ ζ ζχ χ+  on the 

R.H.S. of equation (N15-5) is given by equation (N15-14) and by noting that 0KC =  for the 

transcription model shown in Fig. 4 (see Supplementary Note 10), i.e. 

2
( , ) (1 )

TX TX TX TX Rp

C C C
n n k k nk k NC C C Cζ ζ ζ ζχ χ χ η+ = +                        (N14-3) 

According to our analysis of the experimental data shown in Fig. 4 in Supplementary 

Note 15, the value of ( )2 2
, ( 1)

TX TX TX TX

C
n k nk k nk kC g g gη χ η χ= + 〈 − 〉 〈 〉  is estimated to be 

approximately 0.07. This result shows that the value of ( 1)
TX TX

C
nk kC g g gχ 〈 − 〉 〈 〉  is smaller 

than 0.07. If ( 1)
TX TX

C
nk kC g g gχ 〈 − 〉 〈 〉  is far smaller than 2

TX TXnk kχ η , equation (N14-2) further 

simplifies to 

2 2[1 ( )]
Rpn NC η θ ζ= −               (N14-4) 
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Equation (N14-4) tells us that, in this case, the major source of the environment-induced 

correlation between the numbers of mRNA produced from different gene copies is the 

fluctuation in RNAP number. 

On the other hand, if ( 1)
TX TX

C
nk kC g g gχ 〈 − 〉 〈 〉  takes the whole value of 2

,n kη , the value of 

TX TX

C
nk kCχ  is found to be 28.34 10−×  because ( 1) 0.8g g g〈 − 〉 〈 〉 = . In this case, we have the 

upper bound for nC , while equation (N14-4) corresponds to the lower bound. In this manner, 

we can extract the information about the mean-scaled mRNA correlation from the analysis of 

the experimental data for the non-Poisson mRNA noise (Supplementary Figure 11). 

14.3 More general model with 0K  fluctuation  

It should be mentioned that the model shown in Fig. 4b does not account for the fluctuation 

in the RNAP binding affinity 0K  of the promoter in the active state. However, even if we take 

into account the fluctuation in 0K , the quality of the agreement between the theoretical model 

and experiment does not significantly improve (see Supplementary Note 20).  

14.4 Fluctuation in RNAP binding affinity is essential for quantitative explanation of 

experimentally measured mRNA noise for constitutive promotors as well. 

Without taking into account the on-and-off fluctuation in RNAP binding affinity of the 

constitutive promoters, we cannot provide a quantitative explanation of the experimental data 

shown in Fig. 4. In the absence of the binding affinity fluctuation, we have 2 0Kη =  so that 

equation (N15-7) becomes  
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2 2 2
,

1

[1 ( )]
Rp Rp

n
nN N g n k

Q F
n

β η θ ζ η= − + +
〈 〉

.        (N14-5) 

In terms of 1 1,max( )on on offx k k k n n = + = 〈 〉 〈 〉  , equation (N14-5) is given by equation (N15-

19) with ,0 0nKβ = . This equation is compared with the experimental data in Fig. 4c. The 

values of optimized parameters are 2 1.02
Rp RpnN Nβ η = , 2 1

, 1.77 10g n kF η −+ = × , and 1, 9.6n ∞〈 〉 = . 

As shown in the figure, the prediction of (N14-5) is found to be qualitatively different from the 

experimental data. This observation shows that the fluctuation in the binding affinity is an 

important source of the non-Poisson mRNA noise for the constitutive promoters as well in E. 

coli. 
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Supplementary Note 15 |Analysis of the copy number variation of lacZ gene mRNA 

expressed through various constitutive promoters among a clonal population of E. coli15 

Here, we present the details of the quantitative analysis of lacZ gene mRNA copy number 

variation measured for various constitutive promoters in E. coli, shown in Fig. 415. Here, we 

assume that the lacZ mRNA in this system also shows the same exponential decay as the lacZ 

mRNA in the system investigated in ref. 15. As shown in Supplementary Figure 12, these 

experimental data can be explained moderately well by Model III. This suggests that, under the 

constitutive promoters as well, the gene expression turns on and off in E. coli, which may be 

ascribed to the conformation dynamics of DNA and conformation dependent RNAP binding 

affinity of the promoter30, 31. However, the quality of agreement between theory and experiment 

can be significantly improved by using a more accurate model for the experimental system 

considered in Fig. 4, which is described below.   

In the experiment shown in Fig. 4, the lacZ gene is expressed under various constitutive 

promoters in E. coli. Therefore, the control variable in the experiment can be identified as the 

RNAP binding affinity, K, of promoter. According to the present approach, we use an explicit 

model for the control variable dependent part of the transcription rate only. To explain the 

experimental data shown in Fig. 4, for example, we model the single-gene transcription rate as 

1 ( ) ( )TXR k θ ζ= Γ , where ( )TXk Γ  and ( )θ ζ  denote, respectively, the transcriptional rate 

coefficient coupled to hidden cell environment, Γ, and the RNAP-bound fraction of the 

promoter coupled to the RNAP-promoter binding affinity, ζ . Because ( )θ ζ  is coupled to 

the control variable ζ , it is explicitly modelled as ( ) (1 )θ ζ ζ ζ= +  with ζ being given by 

RpKNζ = 8. RpN  denotes the number of RNAP in a single cell. The explicit modeling of θ is 



71 

 

motivated by the Michaelis-Menten enzymatic kinetics.  

The fluctuation in RpN  is a major source of the environment-induced correlation 

between the transcription levels of different gene copies. As shown below, the effects of the 

RNAP level fluctuation or the RNAP noise on the correlation between the transcription levels 

of different gene copies and the mRNA noise depend on the promoter strength K  and, hence, 

the promoter-strength dependent mean mRNA level. In contrast, in Model III, RpN  is just one 

of hidden variables, Γ , coupled to the control variable independent part ( )κ Γ  of the 

transcription rate, so that the effects of the RNAP noise on the mRNA noise and the 

environment-induced correlation between the transcription levels of different gene copies are 

independent of the control variable.  

15.1 Relationship between non-Poisson mRNA noise and the control variable, ζ 

By applying equation (1) to the transcription model in Fig. 4, we obtain the expression for 

the mRNA noise produced by a single gene, which has exactly the same mathematical structure 

as equation (2) obtained for Model III with 1 ( )R κ ξ= Γ ; for the transcription model in Fig. 4, 

the mRNA noise produced by a single gene is given by equation (2) with κ  and ξ replaced 

by TXk  and θ. Likewise, for the transcription model with gene copy number variation, we can 

obtain a similar analytic result as equation (3) for the non-Poisson mRNA noise. By substituting 

equation (2) into equation (3) and by replacing κ  and ξ with TXk  and θ, we obtain  

,1

1 1

( 1)nn
g n

QQ g gF C
n n g

〈 − 〉
= + +

〈 〉 〈 〉 〈 〉
                   (N15-1a) 
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where  

,1 2 2 2 2
( , )

1
TX TX TX TX

n
n n k k nk k

Q
n θ θ θ θχ η χ η η χ η= + +
〈 〉

 (N15-1b) 

for the non-Poisson mRNA noise among cells with gene-copy number variation. 

In the same manner, the mean-scaled correlation ( )n i j i jC n n n nδ δ= 〈 〉 〈 〉〈 〉  between the 

transcription levels of different gene copies, appearing in the last term on the R.H.S. of equation 

(N15-1a), can be obtained as  

( , )TX TX TX TX

C C C
n n nk k n k kC C C C Cθ θ θ θχ χ χ= + +            (N15-2) 

with  

( )ˆ ( )C XY Y
nq q

X Y
χ γ φ γ

≠

= ∑    { , , ( , )}TX TXq k kθ θ∈            (N15-3) 

simply by replacing κ  and ξ in equations (N10-1) and (N10-2) obtained for Model III with 

TXk  and θ. The symbols used in equations (N15-2) and (N15-3) also have the corresponding 

meanings to the symbols used in equations (N10-1) and (N10-2).  

However, in the model considered in Fig. 4, 1nQ n〈 〉  and nC  are dependent on the 

control variable, K , in a different way from how they are dependent on the control variable, 

onk  or offk , in Model III. For example, with use of equation (N13-5), 2
nθ θχ η  in equation 

(N15-1a), defined by 2

0
( )tdte tγ

θ θγ φ η
∞ −∫ , can be related to the dimensionless promoter strength 

RpKNζ =  as 2 2

0
[1 ( )] ( )tdte tγ

ζ ζθ ζ γ φ η
∞ −− ∫ ( )2 2[1 ( )] nζ ζθ ζ χ η≡ − . The latter relation is different 
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from the relation between 2
nξ ξχ η  and the control variable, either onk  or offk , for Model III 

(see Supplementary Method “Analysis of the experimental data for the copy number variation 

of mRNA expressed from lacZ gene under IPTG-controllable Plac promoter among a clonal 

population of E. coli.”). Again, using equation (N13-5), 2
( , )TXn k θ θχ η , defined by 

2

0
( ) ( )

TX

t
kdte t tγ

θ θγ φ φ η
∞ −∫ , can be related to ζ  as 2 2

0
[1 ( )] ( ) ( )

TX

t
kdte t tγ

ζ ζθ ζ γ φ φ η
∞ −− ∫  

( )2 2
( , )[1 ( )]

TXn k ζ ζθ ζ χ η≡ − . Substituting these results into equation (N15-1b), we obtain  

( ),1 2 2 2 2 2
( , )

1

[1 ( )]
TX TX TX TX

n
n n k k nk k

Q
n ζ ζ ζ ζχ η χ η η θ ζ χ η= + − +
〈 〉

         (N15-4) 

Similarly, with use of equation (N13-10), ( )( )ˆ ( )C XY Y
n X Y

C Cθ θ θ θχ γ φ γ
≠

= ∑  and 

( )( )
( , ) ( , )

ˆ ( )
TX TX

C XY Y
n k kX Y

C Cθ θ θ θχ γ φ γ
≠

= ∑  can be related to the control variable, ζ , as follows: 

( )2 ( ) 2ˆ[1 ( )] ( ) [1 ( )]XY Y C
nX Y

C Cζ ζ ζ ζθ ζ γ φ γ θ ζ χ
≠

− ≡ −∑  and 2 ( )
( , )
ˆ[1 ( )] ( )

TX

XY Y
kX Y

Cζ ζθ ζ γ φ γ
≠

− ∑

( )2
( , )[1 ( )]

TX

C
n k Cζ ζθ ζ χ≡ − . Substituting these results into equation (N15-2), we obtain  

( ) 2
( , ) [1 ( )]

TX TX TX TX

C C C
n n n k k nk kC C C C Cζ ζ ζ ζχ χ θ ζ χ= + − +      (N15-5) 

By substituting equations (N15-4) and (N15-5) into equation (N15-1), we can obtain the 

relation between the non-Poisson mRNA noise and the control variable, ζ , as follows:  

( )2 2 2 2
( , ) ( , )

1

2

( 1) [1 ( )]

( 1)

TX TX TX TX

TX TX TX TX

C Cn
n n k k n n k k

C
g nk k nk k

Q g g C C C
n g

g gF C
g

ζ ζ ζ ζ ζ ζ ζ ζχ η χ η η χ χ θ ζ

χ η χ

 〈 − 〉
= + + + − 〈 〉 〈 〉 

 〈 − 〉
+ + + 〈 〉 

  (N15-6) 
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As we shall see shortly, for the model shown in Fig. 4b, equation (N15-6) can be written in a 

far more compact form:  

2 2 2 2
,

1

( )[1 ( )]
Rp Rp

n
nK K nN N g n k

Q F
n

β η β η θ ζ η= + − + +
〈 〉

          (N15-7) 

where nKβ  and 
RpnNβ  are defined by 

2 2
( , )( )(1 )

TX TX RpnK nK n k K k Nβ χ χ η η= + +               (N15-8a) 

2
,1 ( 1)

RpnN n kg g gβ η= + 〈 − 〉 〈 〉 +                                        (N15-8b) 

with 2 2
, ( 1)

TX TX TX TX

C
n k nk k nk kC g g gη χ η χ= + 〈 − 〉 〈 〉 . In equation (N15-7), ( { , })nq Rpq K Nβ ∈  can 

be interpreted as the propagation efficiency of the source noise 2
qη  into the non-Poisson 

mRNA noise in the small ( )θ ζ  limit. ( )θ ζ  can be interpreted as the probability that a 

promoter site is occupied by RNAP8. According to equation (N15-7), the propagation 

efficiency of the RNAP noise into the non-Poisson mRNA noise is proportional to the square 

of the probability that the promoter is not occupied by RNAP. Among the parameters 

constituting equation (N15-7), 2
Rp RpnN Nβ η , gF , and 2

,n kη  are independent of the control 

variable K so that they are constant in the control variable dependent mean mRNA number. To 

quantitatively understand the mean mRNA dependence of the non-Poisson mRNA noise, we 

need to know the relation of 2
nK Kβ η  and ( )θ ζ , to the mean mRNA, which is presented in the 

subsection 15.2. 

For the model in Fig. 4b, equation (N15-7) is as accurate as equation (N15-6) as long as 
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the fluctuation time scale of RpN , which is comparable to the mean lifetime of RNAP, is much 

longer than the mRNA lifetime or the time scales of other chemical processes constituting the 

transcription. A detailed derivation of equation (N15-7) from equation (N15-6) is given below.  
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Derivation of equation (N15-7) from equation (N15-6) 

2 ( )tζ ζη φ  and ( )XYC tζ ζφ  can be decomposed into the TCFs of RNAP binding affinity K 

and the number of RNAP (equations (A12) in Appendix A and (H4) in Appendix H in ref. 2):  

2 2 2 2 2( ) ( ) ( ) ( ) ( )
Rp Rp Rp RpK K N N K N K Nt t t t tζ ζη φ η φ η φ η η φ φ= + +     (N15-9a) 

2 2( ) ( ) ( ) ( ) ( )
Rp Rp Rp Rp

XY XY XY
K K N N K N K NC t C t t C t tζ ζφ φ η φ η φ φ= + +           (N15-9b) 

Using equation (N15-9a), those terms involving 2
ζη  in equation (N15-6) can be rewritten as 

( )
( )

2 2 2 2 2 2 2 2
( , ) ( , ) ( , ) ( , , )

2 2
( , )

TX TX TX TX Rp Rp TX Rp TX Rp

Rp TX Rp TX Rp

n n k k nK n k K k n K N N n k K N k N K

nN n k N k N

ζ ζ ζ ζχ η χ η η χ χ η χ η χ η η η

χ χ η η

+ = + + +

+ +
(N15-10) 

where the trilinear susceptibility, ( , , )TX Rpn k K Nχ  is defined by 

( , , ) ( , , )0
( )

TX Rp TX Rp

t
n k K N k K Ndte tγχ γ φ

∞ −= ∫                   (N15-11) 

with ( , , ) ( ) ( ) ( ) ( )
TX Rp TX Rpk K N k K Nt t t tφ φ φ φ≡ . Because the relaxation time scale of ( )

RpN tφ  is order 

of RNAP lifetime, it is much longer than the mRNA lifetime or the other relaxation time scales 

involved in equation (N15-10). In this case, ( )
RpN tφ  can be approximated by its initial value, 

unity, so that ( , )Rpn K Nχ , ( , , )TX Rpn k K Nχ , and ( , )TX Rpn k Nχ  in equation (N15-10) can be approximated 

by nKχ , ( , )TXn k Kχ , and 
TXnkχ , respectively. With the latter approximations at hand, equation 

(N15-10) can be rewritten as 

2 2 2 2 2 2 2 2
( , ) ( , )( )(1 ) (1 )

TX TX TX TX Rp TX TX Rpn n k k nK n k K k N K nk k Nζ ζ ζ ζχ η χ η η χ χ η η η χ η η+ = + + + +      (N15-12) 



77 

 

With use of equation (N15-9b), those terms involving Cζ  in equation (N15-6) can be 

rewritten as 

( )
( )

2 2
( , ) ( , ) ( , ) ( , , )

2
( , )

TX TX TX TX Rp Rp TX Rp TX Rp

Rp TX Rp TX Rp

C C C C C C
n n k k nK n k K k n K N N n k K N k N K

C
nN n k N k N

C C C C C C

C

ζ ζ ζ ζχ χ χ χ χ η χ η

χ χ η

+ = + + +

+ +
(N15-13) 

where the trilinear susceptibility, ( , , )TX Rp

C
n k K Nχ  is defined by equation (N10-2) with 

( ) ( ) ( ) ( )
TX Rp

XY XY XY
q k K Nt t t tφ φ φ φ= . As in the derivation of equation (N15-12) from equation (N15-

10), ( )
RpN tφ  is assumed to be unity, because the number of RNAP is a slowly varying variable. 

With use of the approximation, equation (N15-13) reduces to 

2
( , ) ( , )

2

( )(1 )

(1 )
TX TX TX TX Rp

TX TX Rp

C C C C
n n k k nK n k K k N K

C
nk k N

C C C C C

C
ζ ζ ζ ζχ χ χ χ η

χ η

+ = + +

+ +
                   (N15-14) 

Substituting equations (N15-12) and (N15-14) into equation (N15-6), we obtain 

2 2 2 2
,

1

( )[1 ( )]
Rp Rp

Cn
nK K nN N nK K g n k

Q C F
n

β η β η β θ ζ η= + + − + +
〈 〉

       (N15-

15) 

where nKβ  and 
RpnNβ  are given by equations (N15-8a) and (N15-8b). In equation (N15-15), 

C
nKβ  is defined by 

2
( , )

( 1) ( )(1 )
TX TX Rp

C C C
nK nK n k K k N

g g C
g

β χ χ η〈 − 〉
= + +

〈 〉
       (N15-16) 

For the model for RNAP-promoter binding affinity fluctuation described in the subsection 15.2, 
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we have 0KC = . In this case, equation (N15-15) reduces to equation (N15-7). 

15.2 Relationship between the mean mRNA level and the control variable, ζ 

Model for RNAP-promoter binding affinity fluctuation 

A change in the promoter architecture can give rise to changes not only in the mean 

binding affinity, K , but also in the magnitude and dynamics of the fluctuation in K. The former 

affects the mean transcription level, while the latter affects the transcription level variability. 

The way in which the fluctuation in binding affinity K is dependent on the mean binding affinity 

determines the dependence of the mRNA level variability on the mean mRNA level, which 

depends on the mechanism and dynamics of the bacterial transcription.  

Constitutive promoters also undergo an on-and-off state switching in the RNAP binding 

affinity, K, of promoter. If the fluctuation in the RNAP binding affinity is negligible for the 

constitutive genes, i.e., 2 0K KCη = = , equation (N15-15) simplifies to 

2 2 2
1 ,[1 ( )]

Rpn nK N g n kQ n Fβ η θ ζ η〈 〉 = − + + . However, as shown in Fig. 4c, the latter results cannot 

explain the experimental results for the constitutive genes (see Supplementary Note 14 for more 

details).  

An enhanced quantitative explanation of the experimental data can be achieved by taking 

into account the fluctuation in the RNAP-promoter binding affinity. As a minimal model, we 

first choose the simple on-off fluctuation model in which K is given by 0K K ν=  with 0K  

and ν being a constant and a dichotomous stochastic variable ( {1,0}ν ∈ ), respectively. The 

transition rates between the two promoter states are given by onk  and offk . For this model, 
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we obtain 2 2 1 1K xνη η −= = −  [ ( )]on on offx k k kν= 〈 〉 = + , 0KC Cν= =  (see Supplementary 

Note 10), and ( )( ) ( ) on offt k k
K t t eνφ φ − += = . 

For the model described above, the mean mRNA copy number per single gene is related 

to x as 

01
1

01
Rp onTX TX

Rp on off

K N kR k kn
K N k k

θ
γ γ γ
〈 〉 〈 〉 〈 〉

〈 〉 = = 〈 〉 =
+ +

             (N15-17) 

where ( )1,TXk nγ ∞〈 〉 ≡ 〈 〉  is the mean mRNA level in the large 0 RpK N  limit and in the limit 

where ( ) ( )on on offk k k x+ ≡  goes to unity. 0

01
Rp

Rp

K N
K N+

 denotes the average of 0

01
Rp

Rp

K N
K N+

 

over distribution of RpN . 0
1,max

0

( )
1

RpTX

Rp

K Nk n
K Nγ

〈 〉
≡ 〈 〉

+
 is the maximum value of 1n〈 〉 , the 

value of which can be read off from the experimental data shown in Fig. 4. In terms of 1,maxn〈 〉 , 

we have 1 1,max( )on on offx k k k n n= + =〈 〉 〈 〉  and 1,max 1,( ) x n nθ ζ θ ∞≅ 〈 〉 = 〈 〉 〈 〉 . 

Adoption of the onk  modulation scheme 

Because the global trend in the gene-to-gene variation in the mean and Poisson noise of 

the mRNA copy number shown in Supplementary Figure 3 is better explained by assuming the 

onk  modulation scheme than by assuming the offk  modulation scheme, we use the onk  

modulation scheme to explain the trend in the mRNA counting statistics measured over various 

constitutive promoters. It is expected that the time scale of the RNAP binding affinity 

fluctuation for the constitutive promoters associated with the conformational dynamics of DNA 
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is far shorter than the time-scale of the gene-state switching process of repressor regulated 

promoters. This expectation is found to be consistent with the result of our analysis, as 

discussed in the subsection 15.3. 

For the onk  modulation scheme, 2 ( )nK K xβ η  in equation (N15-7) can be approximated 

by 2
,0 ( )nK K xβ η , where ,0nKβ  is given by  

( )1 2 2
,0

ˆ(1 ) (1 )
TX TX RpnK off k k off N nKk kβ γ η γφ γ η β− = + + + + ≅  ,              (N15-18) 

which is the expression of nKβ  in the low promoter activity limit ( on offk k<< ). One can derive 

equation (N15-18) from equation (N15-8a) by noting that 

1( ) (1 )nK on off offk k kχ γ γ γ −= + + ≅ +  and ( , )
ˆ ˆ( ) ( )

TX TX TXn k K k on off k offk k kχ γφ γ γφ γ= + + ≅ +  in 

the low promoter activity limit. This approximation is valid because 2 1( 1 )K off onx k kη −= − =  

makes a significant contribution to the mRNA noise only when the value of x is small or only 

when offk  is much greater than onk . The approximation given in equation (N15-18) becomes 

inaccurate in the opposite limit where x is close to unity; however, in this limit, 2
Kη  and its 

contribution to the mRNA noise become negligible. 
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15.3 Final equation used for the analysis of non-Poisson mRNA noise, the fitting 

procedure, and discussion of the analysis results 

With equations (N15-17) and (N15-18) and 2 1 1K xη −= −  at hand, the non-Poisson 

mRNA noise given in equation (N15-7) can be written in terms of ( )1 1,maxx n n= 〈 〉 〈 〉  as 

follows: 

2

1,max2 2
,0 ,

1 1,

1 1 (1 ) 1
Rp Rp

n
nK nN N g n k

nQ x x F
n x n

β β η η
∞

 〈 〉  = − Θ − + − + +     〈 〉 〈 〉    
       (N15-19) 

where ( )θ ζ  is approximated by 1,max 1,x n nθ ∞〈 〉 = 〈 〉 〈 〉  and (1 )xΘ −  is a Heaviside step 

function introduced to explicitly take into account the constraint that 1x ≤ . From ref. 15, we 

have 2 0.1
RpNη ≅ , 5 3g〈 〉 ≅ , and 2 15gF ≅ , leading to ( 1) 0.8g g g〈 − 〉 〈 〉 ≅ . Therefore, 

RpnNβ  can be rewritten as 2
,1.8

RpnN n kβ η= +  by noting that 2
,1 ( 1)

RpnN n kg g gβ η= + 〈 − 〉 〈 〉 +  in 

equation (N15-8b). The plateau level for 1nQ n〈 〉  in the limit where 1n〈 〉  goes to 1,n ∞〈 〉  is 

found to be 0.2 (Supplementary Figure 13), so that the value of 2
,g n kF η+  is determined to be 

0.2. As a result, we have 2 2
, 6.67 10n kη −≅ ×  and 2 0.187

Rp RpnN Nβ η ≅ . Since the value of 1,maxn〈 〉  

can be read off from the experimental data as 1,max 9.6n〈 〉 ≅ , we have only two adjustable 

parameters in equation (N15-19): ,0nKβ  and 1,n ∞〈 〉 . By replacing x by 1 1,maxn n〈 〉 〈 〉  in 

equation (N15-19), we obtain the dependence of the non-Poisson mRNA noise 1nQ n〈 〉  on 

the mean mRNA level 1n〈 〉 .  
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The resulting equation is used to analyze the experimental data for the dependence of 

1nQ n〈 〉  on 1n〈 〉 . Taking into account the quantification error the authors estimated in ref. 15, 

we subtract ( 0.16)IF =  from the raw data of mRNA Fano factor to calculate the quantification 

error-free non-Poisson mRNA noise. Data points with the value of 1nQ n〈 〉  less than 0.20 are 

discarded because the plateau level, 2
,g n kF η+ , should be the lower bound for 1nQ n〈 〉 . From 

this analysis, we can determine the values of the adjustable parameters as follows: 

2
,0 1.97 10nKβ −= ×  and 1, 12.2n ∞〈 〉 = . 

It is remarkable that, even if equation (N15-19) is fitted to the experimental data with three 

adjustable parameters, ,0nKβ , 2
Rp RpnN Nβ η , and 1,n ∞〈 〉 , without using the reference value, 0.1, of 

2
RpNη , the extracted values of the parameters are nearly the same as those from the two-

parameter fit: 2
,0 1.97 10nKβ −= × , 2 11.90 10

Rp RpnN Nβ η −= × , and 1, 12.2n ∞〈 〉 = . As 
RpnNβ  is 

related to 2
,n kη  by 2

,1 ( 1)
RpnN n kg g gβ η= + 〈 − 〉 〈 〉 + 2

,1.8 1.87n kη= + ≅ , we find that the extracted 

value, 0.190, for 2
Rp RpnN Nβ η  is consistent with the reference value, 2 0.1

RpNη ≅ , for RNAP noise 

reported in ref. 15. Our model shown in Fig. 4b is in good agreement with the experimental 

data as shown in Fig. 4d. A further discussion of the results of our analysis is presented in 

Supplementary Note 14. The quantitative information extracted from the analysis of 

experimental data shown in Fig. 4d is presented in Supplementary Table 3. 
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Supplementary Note 16 | Estimation of the Fano factor gF  of gene copy number g. 

Here, we present a detailed description of the method used to estimate the first two moments, 

g〈 〉  and 2g〈 〉 , of the gene copy number per cell, which depend on the cell doubling time (τ) 

and the map location of target gene (m). From the experimental data in ref. 14, the average 

g〈 〉  of gene copy number over the independent experiments with different cell doubling times 

is obtained as 2.27±0.21. As we will show shortly, for E. coli cells investigated in ref. 14, the 

gene copy number is either 2 or 4. Therefore, we can easily estimate the fraction, 2gp =  of cells 

with two gene copies and the fraction 4 2( 1 )g gp p= == −  of cells with four gene copies from 

2 22 4(1 ) 2.27g gg p p= =〈 〉 = + − = . From the equation, the values of 2gp =  and 4gp =  are 

obtained as 0.865 and 0.135, respectively. With the values of 2gp =  and 4gP =  at hand, one can 

calculate 2g〈 〉  and 2 2( )gF g g g = 〈 〉 − 〈 〉 〈 〉   as 5.62 and 0.206, respectively. 

Now we will show that the copy number of the lacZ  gene is either 2 or 4 for E. coli cells 

investigated in ref. 14. The initial genome copy number 0G  at the beginning of the cell cycle, 

which stands for the amount of the genome relative to the whole intact genome, is given by 32 

 
[ ]( )

1
0

1
1 2

C D
l

l

C D lG
C

τ τ+
−

=

+ −
= + ∑        valid for 3C D

τ
+  <  

     (N16-1) 

where [ ]z  means the greatest integer less than or equal to z. C and D denote the time taken to 

replicate the genome and the time interval between termination of replication and cell division, 

respectively. The dependences on C and D on the cell doubling time τ  can be well described 
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by the second-order polynomials as shown in Supplementary Figure 14, which are explicitly 

given by 2( ) 40.5 0.00340 0.00261C τ τ τ= + +  and 2( ) 19.8 0.148 0.000464D τ τ τ= + + . With 

these expressions for C and D at hand, we can calculate 0G  from equation (N13-1) (see 

Supplementary Figure 15). We find that [ ]( )C D τ+  is less than 3 when 21.7τ >  for which 

equation (N13-1) is valid. According to ref. 33, the minimal values of 0G  required for g to be 

2 and 4 at the beginning of the cell cycle are respectively given by 1 m′+  and 2(1 )m′+ , 

where m′  designates the normalized distance of the gene from oriC34. The value of m′  is 

given by 0.476  for the lacZ gene in E. coli K12 strain MG1655. The TK310 strain35 derived 

from MG1655 through the deletion of cyaA, cpdA, and lacY was in fact used in the experiment, 

but there is no essential change in the map location of the lacZ gene. We can then find the 

values of τ at which the values of 0G  in equation (N13-1) are 1 ( 1.476)m′+ =  and 

2(1 )( 2.952)m′+ = , which are given by 54.7 and 22.8 minutes, respectively. Therefore, we can 

say that over 22.8 54.7τ< ≤ , g is two at the beginning of the cell cycle. The value of g does 

not stay at two during the cell cycle but becomes four as the cell is aged because of a newly 

started genome replication following the termination of the previous replication as shown in 

Supplementary Figure 15c. The range of τ over which g is either 2 or 4 mostly covers the 

doubling times identified for E. coli cells investigated in ref. 14.  
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Supplementary Note 17 | Component analysis of the non-Poisson mRNA noise for the 

data14 shown in Fig. 2 

In this note, we quantitatively analyze various components of the non-Poisson mRNA 

noise originating from different sources. Equation (N6-1) shows that the non-Poisson mRNA 

noise can be decomposed into the first two terms, dependent on the control variable or the gene-

state switching rate, and the remaining terms, independent of the control variable for the 

experimental system. The first term on the right-hand side of equation (N6-1) originates from 

the gene-state switching process. The second term emerges both from the gene-state switching 

process and from the transcription rate fluctuation of the gene in the unrepressed state. The 

respective contribution of the first two terms to the total non-Poisson mRNA noise varies 

depending on the value of the mean mRNA level, as will be shown shortly. In contrast, the 

remaining terms on the right-hand side of equation (N6-1) are independent of the control 

variable and the mean mRNA level. From the quantitative analysis of experimental data, we 

could unambiguously estimate the sum of the three terms from the high expression limit value 

of the non-Poisson noise.  

Let us first examine the respective contribution of the first two terms on the right-hand 

side of equation (N6-1) to the total mRNA noise. The sum of the first two terms is designated 

by ∆, whose expression is given in equation (N6-8) for Model III. Its dependence on the mean 

mRNA level 1 1,max( )x n n= 〈 〉 〈 〉  is given in equation (N6-10a), which is found to be in 

excellent agreement with experimental data (Fig. 2a & Supplementary Figure 2a). As shown 

in equation (N6-10a), the mean mRNA level dependence of the first term originating from the 

gene-state switching process is simply given by (1 ) ( )x x α− + . In contrast, the mean mRNA 
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level dependence of the second term originates both from the transcription rate fluctuation of 

the unrepressed gene and the gene-state switching process, which assumes a more complicated 

form, 21 ˆ 1x f
x xκ κ

αγ η−   +    
 , dependent on the TCF of transcription rate κ  of the 

unrepressed gene. For estimation of the first term, we need to know the value of parameter 

( )onkα γ= , for which we have used the reference values of onk  and γ : the value of onk  is 

3 16.9 10 ( )s− −× , which is the value of the repressor dissociation rate from the major operator 

site O1 estimated in ref. 15, and the lifetime of mRNA, 1γ −  is given by 120 seconds14. Using 

these values, we determine the value of α as 0.83. For estimation of the second term, we need 

further information about the Laplace transform of the TCF of the transcription rate κ  of the 

unrepressed gene. For the entire experimental data, we use equations (N6-13) and (N6-14), 

which are extracted from the experimental data (see Supplementary Note 6). For the 

experimental data obtained from the slowly growing cells, whose division time is longer than 

45 minutes, we use equation (N6-19), or equation (N6-10a) with the exponential TCF of 

transcription rate κ , which is found to provide an excellent quantitative explanation for the 

data (see Supplementary Note 6).  

As shown in Supplementary Figure 16a, the first term originating from the gene-state 

switching process alone cannot provide a quantitative explanation of the experimental data, 

especially for the data in the low mRNA expression regime, in which the second term 

originating from both the transcription rate fluctuation of the unrepressed gene and the gene-

state switching make the major contribution to the non-Poisson mRNA noise. In  

Supplementary Figure 16a, the difference between the dot-dash and dotted curves represents 
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the contribution of the first term, 2
nξ ξχ η , originating from the gene-state switching process, 

whereas the difference between the blue solid and dot-dash curves represents the contribution 

of the second term or the bilinear coupling term, 2 2
( , )n κ ξ κ ξχ η η , originating from both the 

transcription rate fluctuation of the unrepressed gene and the gene state switching 

(Supplementary Figure 16b), we show how the respective contributions of 2
nξ ξχ η  and 

2 2
( , )n κ ξ κ ξχ η η  to the mRNA noise change as a function of the mean mRNA level, which show 

that the first term makes the major contribution in the low expression regime whereas the 

second term makes the major contribution in the high expression regime.  

The second term or the bilinear term is sensitive to the transcription dynamics of 

unrepressed genes. Note that the second term extracted from the entire data, represented by the 

blue curve in Supplementary Figure 16b, diminishes the mRNA noise as long as the mean copy 

number 1n〈 〉  of mRNA generated from the single gene copy is greater than roughly 0.3. As 

shown in Fig. 3, this means that the transcription of the unrepressed gene is a highly sub-

Poisson process, for which the TCF of the transcription rate κ  has an oscillatory function of 

time. In contrast, the TCF of the transcription rate κ  for the slowly growing cells with 

division time greater than 45 minutes is the simple exponential function, for which case the 

bilinear coupling term increases the mRNA noise at any value of the mean mRNA level. Our 

analysis indicates that the fluctuation in the transcription waiting time or the intermittent time 

between successive transcription events among the slowly growing cells is greater than the 

fluctuation in the transcription waiting time among the entire cells, even if they have the same 

mean mRNA level.  
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Now let us now discuss the non-Poisson mRNA noise originating from sources other than 

the gene-state switching process. According to equation (N6-1), the non-Poisson mRNA noise 

is composed of the mRNA noise solely arising from the fluctuation in transcription rate κ  of 

the unrepressed gene, the mRNA noise originating from gene-copy number variation, and the 

mRNA noise originating from the correlation between the number of mRNA produced from 

one gene copy and the number of mRNA produced from another gene copy. These sources 

correspond to the three terms in the bracket on the right-hand side of equation (N6-1). We can 

estimate the sum of the non-Poisson mRNA noise originating from the sources independent of 

the gene-state switching process by the high expression limiting value of the non-Poisson noise 

(see equation (N6-2)), which is found to be about 0.38, which is smaller than the magnitude of 

mRNA noise originating from the gene-state switching process when 1n〈 〉  is smaller than 

roughly 10 (see Supplementary Figure 16a). However, mRNA noise originating from sources 

other than the gene-state switching process makes the major contribution in the high expression 

limit, where the gene is almost always in the unrepressed state, so that the mRNA noise term 

caused by the gene-state switching process is negligible. 
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Supplementary Note 18 |Extraction method of the time correlation function of product 

creation rate from the time series of reaction events 

We present here the method for extracting the TCF of the creation rate from the time series 

of reaction events, or the series of times at which reaction events occur. This method is used in 

Fig. 3c to extract the TCF of the active gene transcription rate from the time series of 

transcription events obtained from the stochastic simulation results.  

Let us consider a time series, 1 2{ , , }t t  , of reaction events, where it  denotes the time at 

which the i-th reaction event is completed. The number ( )n t  of reaction events occurring in 

time interval (0, )t  is given by 
1

( )i
i

t t
∞

=

Θ −∑  where ( )xΘ  denotes the Heaviside step 

function. As the chemical reaction process is a stochastic process, the reaction times { }it  and 

( )n t  are random variables. The rate R of the reaction is defined as ( )R dn t dt= . Noting that 

( ) / ( )i id t t dt t tδΘ − = − , where ( )xδ  is the Dirac delta function, we obtain  

1
( ) ( )i

i
R t t tδ

∞

=

= −∑                    (N18-1) 

In terms of the Dirac delta functions, the number ( )n t  of reaction events occurring in time 

interval (0, )t  can be written as  

0 0
1

( ) ( ) ( )
t t

i
i

n t dt R t dt t tδ
∞

=

′ ′ ′ ′= = −∑∫ ∫      (N18-2) 

To calculate the variance in the number of reaction events, we need the expression for the 
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square 2 ( )n t  of the number of reaction events as well, which is given by 

2
2 1 2 10 0

2 1 2 10 0
1 1

2 1 2 1 1 2 1 2 10 0 0 0
1 1

2 1 2 10 0
1

( ) ( ) ( )

( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

t t

t t

j i
i j

t t t t

i j i
i i j i

t t

j i
i j i

n t d d R R

d d t t

d d t d d t t

n t d d t t

τ τ τ τ

τ τ δ τ δ τ

τ τ δ τ τ δ τ τ τ δ τ δ τ

τ τ δ τ δ τ

∞ ∞

= =

∞ ∞

= = ≠

∞

= ≠

=

= − −

= − − + − −

= + − −

∫ ∫

∑∑∫ ∫

∑ ∑∑∫ ∫ ∫ ∫

∑∑∫ ∫

   (N18-3) 

By performing the average of equations (N18-2) and (N18-3) over a large number of reaction 

time sequences, we obtain 

0
( )

t
n d Rτ τ= ∫  (N18-4a) 

2

2 1 2 10 0

2 1 2 10 0

( 1)( ) ( ) ( )

2 ( ) ( )

t t

t

n n t d d R R

d d R R
τ

τ τ τ τ

τ τ τ τ

− = 〈 〉

= 〈 〉

∫ ∫
∫ ∫

      (N18-4b) 

where 2 1( ) ( )R Rτ τ〈 〉  is the TCF of the reaction rate defined by 

2 1 2 1
1 1

( ) ( ) ( ) ( )i j
i j

j i

R R t tτ τ δ τ δ τ
∞ ∞

= =
≠

〈 〉 = 〈 − − 〉∑∑   (N18-5) 

Note here that jt  is the time at which the j-th reaction event is completed, so jt  increases 

with j. With this notation, one can obtain the following equation from equation (N18-5) 

0 0 0 0
1 1

( ) ( ) ( ) ( )j i
i j i

R t t R t t t t t tδ δ
∞ ∞

= = +

〈 + 〉 = 〈 + − − 〉∑ ∑  ( 0)t >             (N18-6) 
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by noting that 0 0( ) ( ) 0j it t t t tδ δ〈 + − − 〉 =  for all j  less than i  when 0t > . This equation 

simply means that if the i-th reaction events occurs at 0t  and the j-th reaction event occurs at 

a later time 0t t+  ( 0)t > , j  should be greater than i  for any time series of reaction events. 

Using the following property of the Dirac delta function, 0 0 0( ) ( ) ( ) ( )i i if t t t f t t tδ δ− = − , one 

can rewrite equation (N18-6) as 

( )

( )

0 0 0
1 1

0
1 1

( ) ( ) ( ) ( )

( ) ( )

j i i
i j i

l i i i
i l

R t t R t t t t t t

t t t t t

δ δ

δ δ

∞ ∞

= = +

∞ ∞

+
= =

〈 + 〉 = 〈 − − − 〉

= 〈 − − − 〉

∑ ∑

∑∑
                    (N18-7) 

Let us confine ourselves into the case where our reaction process is a stationary process, for 

which i l it t+ − , or the magnitude of the time interval between the i-th reaction event and the 

( i l+ )-th reaction event, is independent of the time it  at which the i-th reaction event occurs.   

Therefore, we can rewrite equation (N18-7) as 

0 0 0
1 1

0
1 1

1

( ) ( ) ( ( )) ( )

( ) ( ( ))

( ( ))

l i i i
i l

i l i i
i l

l i i
l

R t t R t t t t t t

t t t t t

R t t t

δ δ

δ δ

δ

∞ ∞

+
= =

∞ ∞

+
= =

∞

+
=

〈 + 〉 = 〈 − − 〉〈 − 〉

= 〈 − 〉 〈 − − 〉

= 〈 〉 〈 − − 〉

∑∑

∑ ∑

∑

                    (N18-8) 

for a stationary reaction process, for which the average ( )R t  of reaction rate over a large 

number of the reaction time series is constant in time, i.e., ( )R t R=  at any t. In equation 

(N18-8), ( )( )l i it t tδ +〈 − − 〉  is nothing but the probability density ( )l tψ  of the time, 

i l it t t+= − , elapsed from the i-th reaction event to i l+ -th reaction event, or the probability 

density of the time required for l reaction events to take place since the i -th reaction event 
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takes place at it . From its definition, it is obvious that ( )l tψ  satisfies the normalization 

condition, 
0

( ) 1ldt tψ
∞

=∫  for any l. In terms of ( )l tψ , equation (N18-8) can be rewritten as 

0 0
1

( ) ( ) ( )l
l

R t t R t R tψ
∞

=

〈 + 〉 = 〈 〉∑                            (N18-9) 

Noting that the correlation between 0( )R t t+  and 0( )R t  vanishes in the long time limit, i.e., 

2
0 0lim ( ) ( )

t
R t t R t R

−∞
〈 + 〉 = 〈 〉 , one can obtain the following relation between the mean reaction 

rate and ( )l tψ  in the long time limit: 

1
lim ( )lt l

t Rψ
∞

→∞
=

= 〈 〉∑                              (N18-10) 

From equation (N18-9), we obtain 

2
0 0 0 0

1

( ) ( ) ( ) ( )

( )l
l

R t t R t R t t R t R

R t R

δ δ

ψ
∞

=

〈 + 〉 = 〈 + 〉 − 〈 〉

 = 〈 〉 − 〈 〉  
∑

                       (N18-11) 

By dividing equation (N18-11) by R  and taking the Laplace transform on both sides of the 

resulting equation, we get 

1

ˆ ˆ( ) ( )R R l
l

Rs F s
s

φ ψ
∞

=

〈 〉
= −∑                                      (N18-12) 

where ˆ ( )R Rs Fφ  denotes the Laplace transform of 0 0( ) ( )R t t R t Rδ δ〈 + 〉 .  

When the reaction process is a renewal process36, the reaction time elapsed for a pair of 

successive reaction events is statistically independent of the reaction time elapsed for another 
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pair of reaction events. For a renewal reaction process, ˆ ( )l sψ  can be replaced by 1ˆ ( )lsψ , 

which is well-known, so that equation (N18-12) simplifies to 

1

1

ˆ ( )ˆ ( )
ˆ1 ( )R R
s Rs F

s s
ψφ
ψ

〈 〉
= −

−
                                     (N18-13) 

This equation enables us to obtain the TCF Rφ  of the reaction rate fluctuation from the 

distribution, 1ψ , of reaction waiting time or the intermittent times between consecutive 

reaction events, which is applicable to a renewal process.  

When our reaction process is not a renewal process, equation (N18-13) is no longer exact. 

However, for any stationary reaction process, one can obtain the TCF 

( )0 0( ) ( ) ( )R Rt F R t t R t Rφ δ δ= +  from the average number *( )
i

n t  of the reaction events 

occurring in time interval ( ),i it t t+  ( 1,  2,  3, )i =   where it  denotes the time at which the 

i-th reaction event has just been completed; when the reaction process is a stationary process, 

*( )
i

n t  should be the same for any i , i.e. * *( ) ( )
i

n t n t= . Let the asterisk signify the 

particular initial condition that any one of { }it  is set to time 0, after which the reaction event 

counting begins. With this notation, we can rewrite equation (N18-8) as  

*
0 0

1
( ) ( ) ( )l

l
R t t R t R t tδ

∞

=

〈 + 〉 = 〈 − 〉∑  (N18-14)  

Noting that equation (N18-2) can be used for any initial condition, i.e., 

* *

0
1

( ) ( )
t

l
l

n t d tτ δ τ
∞

=

〈 〉 = 〈 − 〉∑∫ , we obtain the following relation 
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( )
*

*
0 0

( )( ) ( ) ( )d n tR t t R t R R t
dt

〈 〉
〈 + 〉 〈 〉 = = 〈 〉  (N18-15) 

In the long time limit, equation (N18-16) yields * *lim ( ) lim ( )
t t

R d n t dt R t
→∞ →∞

〈 〉 = 〈 〉 = 〈 〉  which 

makes sense because the initial condition is irrelevant in the long time limit. By subtracting the 

latter equation from equation (N18-15), we obtain  

*( )( )R R
d n tt F R

dt
φ 〈 〉

= − 〈 〉  (N18-16) 

By dividing both sides of equation (N18-16) by R〈 〉 , we get  

*
2 ( )( ) 1R R

d n tt t
dt

φ η 〈 〉
= 〈 〉 −  (N18-17) 

where t〈 〉  denotes 1R −〈 〉 , which is the same as the average of the reaction time or the 

intermittent time elapsed between two successive reaction events.  

To obtain the expression for ( )R tφ , we need the expression for RF  in equation (N18-

16). By imposing the following initial condition 
0

lim ( ) 1Rt
tφ

→
=  on equation (N18-16), we 

obtain *

0
lim ( )R t

F d n t dt R
→

= 〈 〉 − 〈 〉 . On the other hand, multiplying s to both sides of equation 

(N18-12) and taking the large-s limit, we get an alternative expression for RF   

1(0)RF Rψ= − 〈 〉                                            (N18-18) 

because 
0

lim ( ) 0lt
tψ

→
=  ( 2)l ≥ . Therefore, we get 1 0

(0) lim ( )
t

d n t dtψ
→

= 〈 〉 . Combining 

equations (N18-14)-(N18-16), we obtain  
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*

1

1 ( )( )
1 (0)

t
R

t n tt
t

φ
ψ

− 〈 〉 ∂ 〈 〉
=

−〈 〉
 (N18-19) 

A similar result can be found in refs.22 and 37 but equation (N18-19) is more general in that it 

is applicable to the case that 1( )tψ  is a sub-Poisson distribution.  

Thanks to equation (N18-19), one can obtain the TCF of the product creation rate from 

the mean number *( )n t〈 〉  of reaction events occurring in time interval ( )1 1,t t t+ , where 1t  

denotes the time where the first reaction event takes place.   
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Supplementary Note 19 | Stochastic simulation methods used in Figs. 3 and 5 

Stochastic simulation method used in Fig. 3 

Here we provide a detailed description of the stochastic simulation method used in Fig. 3c. 

The transcription model shown in Fig. 3a consists of three steps: the initial binding of RNAP 

to the promoter site (closed complex formation), successful initiation (elongation complex 

formation), and the ensuing transcription elongation yielding a single mRNA molecule in the 

end. The distributions of reaction waiting times for the three steps are given by 

1 1(1) 1
1 1( ) tt e τψ τ −−= , 2(2) 1

2 2( ) ( )t ba at t e b aψ −−= Γ  ( 2 2tτ = 〈 〉 ), and (3)
3 3 3( ) ( )t tψ δ τ= − 38, 39 (Fig. 

3a).38, 39 (Fig. 3a). (2)
2( )tψ  is modelled as a gamma distribution with 1a > , by taking into 

account that the initiation step consists of many sequential events involved in abortive RNA 

synthesis40. On the other hand, Zhang et al. measured the successful initiation time of T7 

RNAP41. The mean value was found to be 0.7 0.3±  seconds for which the value of the Fano 

factor for successful initiation times is equal to 0.13. Referring to this value, we set the lowest 

value of b to be 0.1 in Figs. 3b and 3c. The value of 1 2τ τ+  is chosen as 4 seconds, which is 

close to 1(κ −〈 〉 = 3.92 seconds). The value of 3τ  is chosen as 61.5 seconds, which is estimated 

by using the length of the lacZ gene (3075 bp) and the typical in vivo elongation speed (50 bp/s) 

of RNAP in E. coli6.  

In the stochastic simulation of the transcriptional initiation step of RNAP-promoter 

complex, the next round of RNAP binding to the promoter site is not allowed before the 

preceding RNAP completes successful initiation and leaves the promoter DNA. During the 

transcription elongation by a RNAP, other RNAP can associate with the promoter and proceed 
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to the next step. Taking the average over millions of transcription time sequences generated 

from the stochastic simulation, the mean transcription time t〈 〉  and *( )n t〈 〉  can be estimated 

(Supplementary Figure 17). This result can be used to calculate ( )R tφ  through equation (N18-

19) with 1(0) 0ψ =  (Supplementary Figure 6). The simulation results for ( )R tφ  can be 

compared with the theoretical results obtained from equation (N18-13) (see Fig. 3c and 

Supplementary Figure 6). In the transcription model given in Fig. 3a, the distribution ( )T tψ of 

transcription waiting time is given by the convolution of (1) ( )tψ  and (2) ( )tψ , i.e., 

(1) (2)

0
( ) ( ) ( )

t

T t d tψ τψ τ ψ τ= −∫  (Fig. 3b), whose Laplace transform is given by 

1
1ˆ ( ) (1 ) (1 ) a

T s s sbψ τ − −= + +                                      (N19-1) 

As shown in Fig. 3a, ( )T tψ  is a unimodal, sub-Poisson distribution, which is consistent with 

the experimental results for the distribution of intermittent times between two adjacent 

transcription events42, 43, 44. Substituting equation (N19-1) into 1ˆ ( )sψ  of equation (N18-13), 

we obtain the analytic result for the TCF of the transcription rate fluctuation in the Laplace 

domain: 

1 2

1

1ˆ ( )
(1 )(1 ) 1R as

s s sb
τ τφ
τ

+
= −

+ + −
                               (N19-2) 

We calculate the time-profile of ( )R tφ  by performing the numerical inverse Laplace 

transformation of equation (N19-2) with use of the Durbin-Crump algorithm45.  

The first two moments, T〈 〉  and 2T〈 〉 , of the transcription waiting time ( )T tψ  can be 

obtained by equation (N19-1) and the following identities: 
0

ˆlim( ) ( )n n
s Ts

T sψ
→

〈 〉 = −∂ . For the 
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transcription model considered in Fig. 3a, the relative variance or the squared coefficient of 

variation, 2 2 2( )T T T〈 〉 − 〈 〉 〈 〉 , of the transcription waiting time is obtained as 

2 2 1
2

2 1 1 2 2 1

1
(1 ) 1T

b τ τη
τ τ τ τ τ τ

= +
+ + +

                               (N19-3) 

The values of 2
Tη  given in Fig. 3b and Supplementary Figure 6 are calculated with equation 

(N19-3). See Supplementary Figure 18 for the dependence of 2
Tη  on 2 1τ τ , which is the 

parameter determining which step between the first and second steps in Fig. 3a is the rate-

determining step. 

Stochastic simulation method used in Fig. 5 

Here we provide a detailed description of the stochastic simulation method used in Figs. 

5c-f. The stochastic simulation aims at the transcription system in which mRNAs are produced 

under the control of IPTG-inducible lac promoter in slowly growing bacterial cells. The gene 

state variable (ξ) undergoes the two-state fluctuation under the offk  modulation scheme. The 

associated transition rates are given by 3 16.9 10  onk s− −= ×  and 1( 1)off onk k x−= −  for a given 

value of x. x denotes the steady-state fraction of active gene state. When the gene state stays at 

the active state ( 1)ξ = , the transcription rate κ itself also undergoes stochastic fluctuation. For 

slowly growing cells, the associated kinetic parameters are given by 10.255 sκ −〈 〉 = , 

2 30.4κη = , and 12.56 sλ −= , respectively (see Supplementary Table 1). To simulate the 

corresponding mRNA synthesis process, we make use of the two-state model for the 

transcription rate fluctuation, where κ dynamically fluctuates between 1 1[ ( )]κ κ≡ Γ  and 
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2 2[ ( )]κ κ≡ Γ  with the transition rates, 12κ  and 21κ . Here, ijκ  designates the transition rate 

from jΓ  and iΓ . For this model, the mean, noise, and relaxation time of κ are given by 

12 21
1 2

12 21 12 21

κ κκ κ κ
κ κ κ κ

〈 〉 = +
+ +

                              (N19-4a) 

2
2 12 21 1 2

2
1 12 2 21

( )
( )κ
κ κ κ κη
κ κ κ κ

−
=

+
                                 (N19-4b) 

12 21λ κ κ= +                                    (N19-4c) 

Using equation (N19-4), the values of the rate paramters are determined to reproduce the values 

of κ〈 〉 , 2
κη , and λ  given in Supplementary Table 1: 1

1 13 sκ −= , 1
2 0.1 sκ −= , 

1
12 0.031 sκ −= , and 1

21 2.53 sκ −= . For a single mRNA time trace, initial values of κ and ξ are 

sampled with their own steady-state weights and ensuing time traces of κ and ξ are generated 

independently of each other. Only when ξ stays at unity over the whole simulation time, 

mRNAs are produced. The (i+1)-th mRNA creation time, 1
c
it + , is sampled from ( )( )

c
it tc

it e κκ − , 

where ( )c
itκ  indicates the value of κ at the i-th mRNA creation time, c

it . When κ undergoes 

a transition before a creation event is completed, the incomplete creation event is discarded and 

the new creation starts at the time of the transition.  

Upon every creation event, mRNA lifetimes are sampled by using the survival probability 

corresponding to each model shown in Fig. 5a. For the two-state super-Poisson and sub-Poisson 

models for mRNA degradation, where every degradation event begins at the state 1, the 

analytical expressions for the survival probability of mRNA are given by 
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2 1 21( )21 1 2
1 2

21 1 2 21 1 2

( )  ( )t t kkS t e e
k k

γ γγ γ γ γ
γ γ γ γ

− − +−
= + >

+ − + −
            (N19-5a) 

( ) t tS t e eγ γγ γ
γ γ γ γ

− +− −+ −

+ − + −

= −
− −

                          (N19-5b) 

where 2( 4 ) 2a a bγ ± = ± −  with a and b being equal to 21 12 2a k k γ= + +  and 2 21b kγ= , 

respectively. For three of various mRNA species showing the non-exponential decay profiles 

over time46, the values of the rate parameters in equation (N19-5a) are determined by making 

equation (N19-5a) fit in the results in ref. 46 as follows: 1
1 6.6 minγ −=  and 1

21 0.25 mink −=  

for atoS mRNA, 1
1 8.4 minγ −=  and 1

21 0.53 mink −=  for fabB mRNA, and 1
1 6.3 minγ −=  

and 1
21 2.52 mink −=  for ykgE mRNA. The values of 2γ  for the three mRNA species are 

estimated to be the same as each other, explicitly, 1
2 0.13 minγ −= . Considering this point, the 

value of 2γ  is fixed to 1
2 0.13 minγ −=  and then values of 1γ  and 21k  are determined for 

given mean ( )mτ  and randomness ( )dR  of mRNA lifetime in Fig. 5e. Here, the randomness 

means the subtraction of unity from the relative variance. When the value of 2γ  is fixed, mτ  

should be less than [ ] 1
2(1 2)dr γ −+  for 1γ  and 21k  to be positive. In the case of the two-state 

sub-Poisson degradation model, values of γ ±  are determined for given mτ  and dR . The 

minimal value of dR  available for equation (N19-5b) is equal to -1/2. At this value of dR , 

equation (N19-5b) reduces to 2( ) (1 2 )mt
mS t e tτ τ−= +  for a given mτ . 

The underlying assumption of Equation (N19-5a) is that non-exponential mRNA lifetime 

distributions for individual cells are identical to each other. On the other hand, equation (N19-

5a) can be regarded as the survival probability resulted from the case where exponential mRNA 
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lifetime distributions for individual cells are different from cell to cell (see Supplementary Note 

4 for the relevant theory). In the latter case, the decay rate of mRNA is chosen as either 2γ  or 

1 21kγ +  for each mRNA time trace. The static weights for 2γ  and 1 21kγ +  to be chosen are 

respectively given by the preexponential coefficients, 21 1 21 2( )k kγ γ+ −  and 

1 2 1 21 2( ) ( )kγ γ γ γ− + − , in equation (N19-5a). The resulting non-Poisson mRNA noise is 

presented in Fig. 5f. 
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Supplementary Note 20 | Robustness of the quantitative analysis given in Supplementary 

Note 15 for the experimental data shown in Fig. 4.  

In the transcription model shown in Fig. 4b, the RNAP binding affinity 0K  of the 

promoter in the active state has been regarded as a constant. However, even if we take into 

account the fluctuation in 0K , the quality of the agreement between the theoretical model and 

experiment does not significantly improve.  

To show this, let us consider the case where 0K  is a stochastic variable. For this case as 

well, the non-Poisson mRNA noise is given by equation (N15-6) with TCF given by equations 

(N15-9a) and (N15-9b). However, the first term on the R.H.S. of the latter equations has an 

additional contribution from the fluctuation in 0K :  

0 0 0 0

2 2 2 2 2( ) ( ) ( ) ( ) ( )K K K K K Kt t t t tν ν ν νη φ η φ η φ η η φ φ= + +        (N20-1a) 

0 0 0 0
( ) ( ) ( ) ( ) ( )XY XY XY XY XY

K K K K K KC t C t C t C C t tν ν ν νφ φ φ φ φ= + +       (N20-1b) 

On the right-hand side of equation (N20-1b), only the first term survives because 0Cν =  for 

our model, i.e., 
0 0

( ) ( )XY XY
K K K KC t C tφ φ= . Substituting the latter equation and equation (N20-1a) 

into equation (N15-6), we obtain equation (N15-15) in which 2
nK Kβ η  and C

nK KCβ  are given 

by 

0 0 0

0 0 0

2 2 2 2 2 2 2
( , ) ( , )

2 2 2 2
( , ) ( , , )

( )(1 ) ( )(1 )

( )(1 )
TX TX Rp TX TX Rp

TX TX Rp

nK K nK n k K k N K n n k k N

n K n k K k N K

ν ν ν

ν ν ν

β η χ χ η η η χ χ η η η

χ χ η η η η

= + + + + +

+ + +
    (N20-2a) 
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0 0 0

2
( , )

( 1) ( )(1 )
TX TX Rp

C C C
nK K nK n k K k N K

g gC C C
g

β χ χ η〈 − 〉
= + +

〈 〉
      (N20-2b) 

where the trilinear susceptibility, 
0( , , )TXn k K νχ  is defined similarly to equation (N15-11) but with 

0 0( , , ) ( ) ( ) ( ) ( )
TX TXk K k Kt t t tν νφ φ φ φ= . Substituting equations (N20-2a) and (N20-2b) into equation 

(N15-15), we obtain  

0 0

2 2 2 2 2
,

1

( )[1 ( )]
Rp Rp

Cn
nK nK K nN N nK K g n k

Q C F
n νβ η β η β η β θ ζ η′ ′′ ′= + + + − + +
〈 〉

      (N20-3) 

where nKβ ′ , nKβ ′′ , and C
nKβ ′  are defined by 

( )0 0 0 0

2 2 2 2 2
( , ) ( , ) ( , , ) (1 )

TX TX TX TX RpnK n n k k n K K n k K k K Nν ν ν νβ χ χ η χ η χ η η η′ = + + + +         (N20-4a) 

0 0

2 2
( , )( )(1 )

TX TX RpnK nK n k K k Nβ χ χ η η′′ = + +              (N20-4b) 

0 0

2
( , )

( 1) ( )(1 )
TX TX Rp

C C C
nK nK n k K k N

g g C
g

β χ χ η〈 − 〉′ = + +
〈 〉

            (N20-4c) 

In the low promoter activity limit in which on offk k<< , equation (N20-4a) becomes 

0 0 0 0

1 2 2 2 2 2
,0 ( , )

ˆ ˆ ˆ(1 ) (1 ) (1 ) (1 ) (1 )
TX TX TX TX RpnK k k K K k K k K Nβ β η φ β η φ β η η φ β η− ′ = + + + + + + + +  (N15-5) 

where 
0 0( , ) ( ) ( ) ( )

TX TXk K k Kt t tφ φ φ= . With equations (N15-17) and (N15-5), equation (N20-3) can 

be written as 

0 0

2

1,max2 2 2
,0 ,

1 1,

1 1 (1 ) 1
Rp Rp

Cn
nK nK K nN N nK K g n k

nQ x C x F
n x n

β β η β η β η
∞

 〈 〉  ′ ′′ ′= − Θ − + + + − + +     〈 〉 〈 〉    
(N20-6) 
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where we have three adjustable parameters, explicitly, ,0nKβ ′ , 
0 0

2 2
Rp Rp

C
nK K nN N nK KCβ η β η β′′ ′+ + , 

and 1,n ∞〈 〉 . The value of 2
,g n kF η+  is given by 0.2 (see Supplementary Note 15 & 

Supplementary Figure 13). The optimized values of the three adjustable parameters are as 

follows: 2
,0 1.97 10nKβ −′ = × , 

0 0

2 2 11.90 10
Rp Rp

C
nK K nN N nK KCβ η β η β −′′ ′+ + = × , and 1, 12.2n ∞〈 〉 = . 

Because the value of 2
Rp RpnN Nβ η is given by 0.187 in Supplementary Note 15, the magnitude of 

the new parameter, 
0 0

2 C
nK K nK KCβ η β′′ ′+ , is estimated to be so small that it can be neglected in 

equation (N20-6). The resulting equation has the same form as equation (N15-19). Therefore, 

the resulting values of ,0nKβ ′  and 1,n ∞〈 〉 , obtained from equation (N20-6), are found to be 

essentially the same as those of ,0nKβ  and 1,n ∞〈 〉 , the two parameters extracted from the 

experimental data by equation (N15-19). This result indicates that the RNAP binding affinity 

fluctuation of the promoter in the active state is far smaller than the on-and-off RNAP binding 

affinity fluctuation of the promoter.  
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Supplementary Note 21 | Analysis of the genome-wide data for mRNA copy number 

variation among a clonal population of E. coli13 

In ref. 2, Xie and co-workers investigated the counting statistics of mRNAs and proteins 

expressed from a comprehensive set of E. coli genes, which revealed a global trend in the 

relationship between the variance and mean in the expression levels of bacterial genes. This 

global trend in the bacterial gene expression statistics suggests that a particular mechanism of 

the transcriptional control is employed in the expression of a large number of E. coli genes. For 

this set of E. coli genes, the global trend in the dependence of the non-Poisson noise on the 

mean transcription level was found to obey ( )2 1
n nn Q n c nη −− 〈 〉 ≡ 〈 〉 ≅ 〈 〉  with c being 

approximately 0.60. We find this result can be explained using Model III with the assumption 

that the gene-to-gene variation in the transcription level is primarily controlled by changing 

onk , the rate at which the gene state switches from the inactive state to the active state.  

Here, we present a detailed description of the method used in the quantitative analysis of 

the experimental data shown in Supplementary Figure 313. Each data point shown in the figures 

represents the values of the mean and Poisson noise ( , )nn Q n〈 〉 〈 〉  of the copy number of 

mRNA generated from each gene in E. coli. Since the data of the copy number variation for 

each gene is missing, the data for 1 1( , )nn Q n〈 〉 〈 〉  are currently unavailable. As the mean gene 

copy number differs from gene to gene, it increases the gene to gene variation both in the mean 

and in the non-Poisson noise. However, the experimental data still clearly exhibit a trend in the 

dependence of the non-Poisson noise on the mean mRNA copy number. As the variation in the 

copy number of mRNA expressed from each bacterial gene is determined by the transcription 

dynamics of each gene through equation (1), the global trend in the bacterial gene expression 
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statistics suggests that a particular control mechanism over the transcription dynamics is 

exploited in the expression of a large number of genes in E. coli. 

The global trend in the experimental data is found to be consistent with the hypothesis 

posed in refs. 32 and 39 that every bacterial gene is regulated by some sort of on-and-off gene 

state switching process, not only those genes regulated by transcription factors, but also the 

constitutive genes suffer on-and-off state switching process.  

The experimental data in ref. 13 were obtained for the cells with the doubling time being 

about 150 minutes. For the slowly growing cells, the value of the gene copy number per cell is 

either 1 or 2 32. With use of the theoretical result in ref. 13, we could estimate the value of g〈 〉  

for each E. coli gene. For the data shown in Supplementary Figure 3, the average value of g〈 〉  

could be estimated to be 1.52 (see Supplementary Figure 14). 

The solid curve in Supplementary Figure 3a represents the best fit of the following 

equation to the experimental result: 

( ) ( )
221 (1 ) 1 const

1 1 (1 ) 1
nQ x

n g x x x x
κη

β λ β
 −

= + + 
〈 〉 〈 〉 − + + − − +  



 (N21-1) 

In equation (N21-1), λ  and const denote λ γ  and the non-Poisson noise 
1

lim nx
Q n

→
〈 〉  in 

the high expression limit, respectively. Equation (N21-1) is obtained from equation (N6-10b) 

for Model III under the onk  modulation mechanism with ( )tκφ  being ( )exp tλ− . We choose 

the exponential TCF because it is consistent with the experimental data for the slowly growing 

E. coli cells with doubling time greater than 45 minutes (Fig. 2a). Instead of treating λ  and 
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2
κη  as free parameters, we set the value of λ  and 2

κη  to be 306 and 30.4, which were 

extracted from the experimental data for lacZ mRNA copy number variation among the slowly 

growing E. coli cells with cell doubling time greater than 45 minutes in Fig. 2a. The optimized 

value of the only adjustable parameter ( )offkβ γ=  is found to be 4.46.  

On the other hand, the dot-dash curve in Supplementary Figure 3a represents the best fit 

of equation (N6-19) or 

21 1 (1 )
(1 )

nQ x const
n g xx

κη
αλ α

 
= + − + 〈 〉 〈 〉 ++ + 

 (N21-2) 

to the experimental data. Equation (N21-2) can be obtained from equation (N6-10a) for Model 

III under the offk  modulation mechanism with ( )tκφ  being ( )exp tλ− . The extracted value 

of ( )onkα γ=  is found to be 0.40. In the analysis as well, we set the values of 2
κη  and λ  

the same as 30.4 and 306, which are extracted from the slowly growing E. coli cells in Fig. 2. 

From the quantitative analysis, we find that the global trend in the dependence of non-

Poisson mRNA noise on the mean mRNA level is more consistent with the onk  regulation 

mechanism, in which the gene-to-gene variation in the transcription dynamics is primarily 

achieved by changing, onk , the rate at which the gene state switches from the inactive state to 

the active state, rather than the offk  regulation mechanism, as shown in Supplementary Figure 

3a.  

This is also the case when we assume the TCF for the transcription rate is the oscillatory 

function whose Laplace transform is given in equation (N6-14). Putting the numerical values 
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into the parameters, equation (N6-14) reads as 

1,max 1,max18 0.183
2 1 11 1ˆ ( ) 30.25 0.89 0.25

1

n n
s ss e e

s sκ κη φ
〈 〉 〈 〉

− −
− −

 
= + + −  −  

 



 

               (N21-3) 

Substituting equation (N21-3) into equations (N6-10a) and (N6-10b), we obtain the expression 

for ( )x∆  for Model III with the oscillatory TCF. From the definition of ( )x∆  in equation 

(N6-2b), nQ n〈 〉  is given by 1
11

( ) lim nx
g x Q n−

→
 ∆ + 〈 〉  , which reads as 

max max18 (1 ) 0.183 (1 )21 (1 ) 30.25 0.89 0.25
n x n x

g gnQ x e e const
n g x

β β

β

〈 〉 − 〈 〉 −
− −

〈 〉 〈 〉
 −

= + + +  〈 〉 〈 〉  
   (N21-4a) 

for the onk  modulation scheme and 

max max18 0.1831 30.25 0.89 0.25
n x n x
g gnQ e e const

n g
α α

α

〈 〉 〈 〉
− −

〈 〉 〈 〉
 

= + + +  〈 〉 〈 〉  
            (N21-4b)  

for the offk  modulation scheme. As shown in Supplementary Figure 3, also for the case where 

the oscillatory TCF for the transcription rate κ  is used, Model III under the onk  modulation 

scheme provides a better quantitative explanation than Model III under the offk  modulation 

scheme. The value of ( )onkα γ=  extracted from Model III with offk  modulation scheme is 

found to be about 1.0, and the value of ( )offkβ γ=  extracted from Model III with onk  

modulation scheme is given by 64.0.  

We find that not only equation (N21-1) obtained for the exponential TCF but also equation 

(N21-4b) obtained for the oscillatory TCF can provide a quantitative explanation of the same 
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experimental data with a similar fitting quality. This is because both equations (N21-1) and 

(N21-4b) obtained assuming the onk  modulation scheme have the similar behaviour, 

1
nQ n c n const−≅ +  in the small expression regime where x  is far smaller than unity, 

regardless of the detailed shape of ( )tκφ , which is in accordance with the asymptotic behavior 

given in equation (N6-11b). However, 4.46β ≅  extracted from the analysis by equation 

(N21-1) is found to be more consistent with the previous references13, 39 than 64.0β ≅  

extracted from the analysis by equation (N21-4b). The value of ( )( )11
offk γβ −− =  with 4.46β ≅  

ranges from 0.45 and 2.24 minutes, because the value of the mRNA lifetime, 1γ − , ranges from 

2 to 10 minutes according to ref. 2. The estimated range of the 1
offk −  value is consistent with 

the reference value, 1
offk − = 1.0 minute, given in ref. 39. On the other hand, the range of the 1

offk −  

value corresponding to 64.0β ≅ , obtained assuming the oscillatory TCF, is given by 1.9 

seconds 1
offk −≤ ≤ 9.4 seconds. This range of the on-state duration time, 1

offk − , is much too short 

compared with the reference value, 1.0 minute.  

The fact that the range of offk  value extracted using the exponential TCF is comparable 

to the reference value, while the range of offk  value extract using the oscillatory TCF is not, 

is consistent with our analysis shown in Fig. 2, according to which the TCF of transcription 

rate κ  was found to be an exponential rather than the oscillatory function, for the slowly cells 

with the doubling time greater than 45 minutes. Remember that the experimental data shown 

in Supplementary Figure 3 were obtained for the cells with the doubling time being about 150 
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minutes. 

The deviation of the experimental data from the global trend curve obtained assuming the 

onk  modulation mechanism in Supplementary Figure 3 indicates that this mechanism is not 

the only transcriptional control mechanism in E. coli. There exist other transcriptional control 

mechanisms in E. coli6, 47, and our analyses do not exclude them from the control mechanisms 

of E. coli’s transcription. Nevertheless, our analysis clearly shows that the offk  modulation 

mechanism is not the universal transcription-control mechanism of E. coli as suspected in refs. 

14 and 48. 

The quantitative information extracted from the analysis of experimental data shown in 

Supplementary Figure 3 is presented in Supplementary Table 3. 



111 

 

SUPPLEMENTARY FIGURES 

 

Supplementary Figure 1. Difference between rates of the RNAP binding affinity 

fluctuation for constitutive and repressor-regulated promoters. (red line) The scaled gene-

state switching rate ( )on offk k γ+  as a function of maximum scaled mean mRNA level 

1 1,max( )x n n= 〈 〉 〈 〉  for the repressor-regulated promoter. On the basis of the offk  modulation 

scheme, ( )on offk k γ+  can be written as ( )on offk k xγ α+ =  in terms of x with the value of 

( ) 0.83onkα γ= =  (see Supplementary Note 6). (blue line) The scaled gene-state switching 

rate ( )on offk k γ+  as a function of x for the constitutive promoter. On the basis of the onk  

modulation scheme, ( )on offk k γ+  can be written as ( ) (1 )on offk k xγ β+ = −  in terms of x 

with the value of ( ) 54.8offkβ γ= =  (see Supplementary Note 12). Over a wide range of x, 

the promoter strength fluctuation is much faster for the constitutive promoter than it is for the 

repressor-regulated promoter. The value of γ  is 11 120  s− .  
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Supplementary Figure 2. Analysis of the cell-to-cell variation in the number of mRNA 

expressed from inducer-controlled Plac promoter among a clonal population of E. coli.  

(a) (circles) The experimental data14 for the dependence of 1 1
( )( lim )n nx
x Q n Q n

→
∆ = 〈 〉 − 〈 〉  on 

the normalized mean mRNA number, 1 1,max( )x n n= 〈 〉 〈 〉 . ( )x∆  decreases with x in a bi-

exponential manner. (solid line) The theoretical fit of equation (N6-13) in Model III to the 

experimental result. (b) (circles) The experimental data for 1nQ n〈 〉 . (dot-dash line) The best 

fit of equation (N6-3) for Model I to the experimental data. (dotted line) The best fit of equation 

(N6-7a) for Model II to the experimental data. (c) (open circles) The experimental data for 

1( )(1 )x x −∆ − . (filled circles) The experimental data for 2( )(1 )x x −∆ − . The asymptotic behavior 

of ( )(1 ) qx x −∆ −  when x  approaches unity can be used as a probe of the transcription 

regulation scheme, according to equation (N6-11a). For the offk  modulation scheme, 
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( )(1 ) qx x −∆ −  with 1q =  saturates to a plateau as x  approaches unity, whereas for the onk  

modulation scheme, ( )(1 ) qx x −∆ −  with 2q =  saturates to a plateau in the high induction 

limit. As shown in (c), 1( )(1 )x x −∆ −  rather than 2( )(1 )x x −∆ −  approaches a plateau value, 

which suggests validity of the offk  modulation scheme for the experimental system. (solid line) 

1( )(1 )x x −∆ −  with ( )x∆  given by equation (N6-13). (d) Dependence on ( )s s γ=  of the 

Laplace transform 2 ˆ ( )f sκ κη   of the TCF of the transcription rate fluctuation (δκ κ κ= − 〈 〉 ) 

multiplied by the noise in κ. 2 ˆ ( )f sκ κη   is related to ( )x∆  by equation (N6-12). (circles) 

2 ˆ ( )if sκ κη   evaluated from the experimental data for ( )ix∆  by equation (N6-12). is  is related 

to ix  by 1 /i is xα= + . (solid line) The theoretical result for 2 ˆ ( )f sκ κη   calculated from 

equation (N6-14). In comparison, the static limit of 2 ˆ ( )f sκ κη  , that is, 2 sκη   is also given in 

the dashed line. ˆ ( )f sκ   or ˆ ( )sκγφ γ   has a negative value when the value of s  is less than 40, 

which signifies that ( )tκφ  is not a monotonically decaying function (see Supplementary Note 

6). 
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Supplementary Figure 3. Quantitative analysis of the global trend in the dependence of 

non-Poisson mRNA noise on the mean mRNA number for a comprehensive set of E. coli 

genes. (circles) The experimental data for the mean mRNA number and non-Poisson mRNA 

noise, ( )2 2 1n nQ n n nσ〈 〉 = 〈 〉 − 〈 〉 , reported for the comprehensive set of E. coli genes in ref. 

13. Each circle represents the experimental result ( ), nn Q n〈 〉 〈 〉  for mRNA produced from 

each gene of the E. coli system investigated in ref. 13. Figure (solid line) The best fits of Model 

III under the onk  modulation scheme. (dot-dash line) The best fits of Model III under the offk  

modulation scheme. The experimental data are compared to the Model III with ( )tκφ  being 

the exponential TCF (a) and the oscillatory TCF (b). In (a), equations (N21-1) and (N21-2) 

with the exponential TCF, ( ) tt e λ
κφ

−=  are used for the onk  and offk  modulation schemes, 

respectively. In (b), equations (N21-4a) and (N21-4b) with the oscillatory TCF, equation (N6-

15) are used for the onk  and offk  modulation schemes, respectively. The result shows that the 

onk  modulation scheme is in better agreement with the experimental data than the offk  

modulation scheme. Model III with the exponential TCF of transcription rate fluctuation gives 
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a more reasonable estimation of the on-state duration time, 1
offk − , than Model III with the 

oscillatory TCF, which is consistent with the analysis in Fig 2 (see Supplementary Note 21). 
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Supplementary Figure 4. Analysis of the non-Poisson mRNA noise 1nQ n〈 〉  by Model III 

with the various time correlation functions of transcriptional rate fluctuation. (circles) 

The experimental data shown in Figs. 2a and Supplementary Figure 2b. (blue solid line) The 

best fit of Model III to the entire experimental data under the offk  modulation scheme when 

the TCF of the transcription rate is given by the oscillatory function in equation (N6-15), which 

is the same as the blue solid line in Fig. 2a. (red solid line) The best fit of Model III to the entire 

experimental data under the offk  modulation scheme when the TCF of the transcription rate is 

given by ( ) tt e λ
κφ

−= . For this model, the non-Poisson mRNA noise is given by 

1 11
( ) limn nx

Q n x Q n
→

〈 〉 = ∆ + 〈 〉  where ( )x∆  is given in equation (N6-19). x  denotes the 

mean mRNA number, 1 1,maxn n〈 〉 〈 〉 , scaled by its maximum. (green solid line) The best fit of 

Model III to the entire experimental data under the offk  modulation scheme for the case where 

the transcription rate fluctuation is white noise. In this case, ( )tκφ  is given by 

ˆ( ) (0) ( )t tκ κφ φ δ=  with ( )tδ  being Dirac’s delta function. In the analysis shown in 
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Supplementary Figure 4, the values of 2
κη , α, 1,maxn〈 〉 , and 11

lim nx
Q n

→
〈 〉  are the same as those 

in Fig. 2a. The best fitted values of ( )λ λ γ=  and ˆ1 (0)κγφ  are given by 3682λ =  and 

ˆ1 (0) 7683κγφ = , respectively. The dependence of 1nQ n〈 〉  on 1n〈 〉  cannot be quantitatively 

explained by Model III with the exponentially decaying TCF, ( ) exp( )t tκφ λ= −  or by Model 

III with the white noise TCF. As shown in Supplementary Figure 2d, the s -dependence of 

ˆ ( )sκφ   directly obtained from the experimental data is clearly different from that of the Laplace 

transform of the monotonically decaying TCF or the white noise TCF (see Supplemenatry 

Figure 1d).  
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Supplementary Figure 5. Oscillatory time correlation function of transcription rate 

calculated from equation (N6-12) with use of the non-parametric interpolation of the raw 

experimental data. We interpolate the raw data points for ( )x∆ , or 1 11
( ) limn nx

Q n x Q n
→

〈 〉 − 〈 〉  

shown in Supplementary Figure 2a, using the piecewise cubic Hermite interpolating 

polynomial interpolation routine in Matlab 9.2. Substituting the interpolation of ( )x∆  into 

equation (N6-12), we obtain the interpolating function joining the data points shown in  

Supplementary Figure 2d. The TCF 2 ( )tκ κη φ , of the transcription rate with the non-parameteric 

interpolation of ( )x∆  is calculated by using the Durbin-Crump method for the numerical 

inverse Laplace transform of equation (N6-12) with the non-parameteric interpolation of ( )x∆ . 

With the Durbin-Crump method in use, the period in the Fourier series is set to be max4T t=   

with maxt  equal to 0.15. The resulting TCF shows an oscillatory feature in qualitative 

agreement with the result of our analysis that relies on equation (N6-12), the smooth function 

version of ( )x∆  representing a global trend in the data. The period of the oscillation in the 
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TCF is found to be about 0.03 in dimensionless time unit tγ  ( )11 120  sγ −= or about 4 

seconds, supporting the validity of the oscillatory TCF, equation (N6-15) in Supplementary 

Note 6. The error tolerance and number of terms included in the Fourier series are 10-8 and 105, 

respectively. The resulting values are scaled by the maximum value. The negative value of the 

extracted TCF at time 0 can be attributed to the direct use of the noisy interpolation of 

experimental data for ( )x∆ . Given that the variance in the copy number of mRNA is a slowly 

varying function of the mean mRNA number, ( )x∆  should be a smooth function.  
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Supplementary Figure 6. Time correlation function ( )tκφ  of transcription rate 

fluctuation for the transcription model shown in Fig. 3a. (circles) The numerical result for 

( )tκφ  calculated from the simulation result of ( )n t ∗〈 〉  is displayed in Supplementary Figure 

17 with use of equation (N18-19). (solid lines) The theoretical results calculated by performing 

the inverse Laplace transform of equation (N19-2), which is exact for the model shown in Fig. 

3a. The values of the parameters, 1τ , 2τ , and b , are the same as those used in the 

corresponding panel in Supplementary Figure 17. The oscillatory feature in ( )tκφ  becomes 

more pronounced as the relative variance, 2
Tη , of the transcription waiting time (T) decreases. 

See equation (N19-3) and Supplementary Figure 18 for the relationship of 2
Tη  with 1τ , 2τ , 
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and b . In the model study, the oscillation in ( )tκφ  is pronounced when the value of 2
Tη  is 

smaller than or equal to 0.2. The oscillating period of ( )tκφ  is constant in time and approaches 

1 2τ τ+ , as 2
Tη  decreases (see Supplementary Note 6). 
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Supplementary Figure 7. Progressively increasing period in the oscillation of the 

transcriptional rate time correlation function can be interpreted as a signature of the cell-

to-cell heterogeneity in the oscillating period. (green solid line) ( ) cos( )t
ct e tλ

κφ ω−=  with 

1λ−  and 2 cπ ω  being 5 and 4 seconds, respectively. (pink solid line) 

0
( ) ( ) cos( )tt e d P tλ

κφ ω ω ω
∞−= ∫ . ( )P ω  is the gamma distribution whose mean andrelative 

variance are given by cω  and 0.03, respectively. Note that the oscillation period of the pink 

line progressively increases with time as the oscillation period of the TCF extracted from 

experimental data (the blue line in Fig. 2b). ( )P ω  is introduced here to account for the cell-

to-cell heterogeneity in ω or the oscillating period. According to the discussion given in 

Supplementary Note 6, the oscillating period ( )T π ω= 2  of the TCF is approximately related 

to the mean transcription rate κ〈 〉  of the unrepressed gene by 1T κ −≈ 〈 〉 . Therefore, the i-th 

angular frequency iω  sampled from ( )P ω  can be regarded as 2 iπ κ〈 〉  in terms of the i-th 

cell’s mean transcription rate iκ〈 〉 . As the mean transcription rate iκ〈 〉  differs from cell to 

cell, so too does the TCF of transcription rates. Taking the average of the individual TCFs over 
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cell population, one observes a TCF with a progressively increasing oscillation period as shown 

in Supplementary Figure 7.  
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Supplementary Figure 8. Component analysis of the non-Poisson mRNA noise at full 

induction. The three terms contribute to the non-Poissn mRNA noise at full induction, i.e. 

1 1n x
Q n

=
〈 〉 = 2 ( 1)n g nF g g C gκ κχ η + + 〈 − 〉 〈 〉  [equation (N6-2a)]. The first, the second, and the 

final terms originate from the fluctuation in the active gene transcriptional rate, κ (green area), 

the gene copy number variation (white area), and the mean scaled correlation between mRNA 

levels produced from two identical gene copies (pink area), respectively. For the experimental 

data shown in Fig. 2, the values of 1 1n x
Q n

=
〈 〉  and gF  are given by 0.380 and 0.206, 

respectively (see Supplementary Note 6 & Note 16). By substituting the latter into equation 

(N6-2a), we obtain the following relation between 2
nκ κχ η  and nC :  

2 ( 1) 0.174n ng g C gκ κχ η + 〈 − 〉 〈 〉 ≅ .   (F8-1) 

For the experimental system considered in Fig. 2, the value of ( 1)g g g〈 − 〉 〈 〉  is about 1.48 

(see Supplementary Note 16). There exists another relation between 2
nκ κχ η  and nC . 

( )n i j i jC n n n nδ δ≡  is related to the correlation coefficient, 

( )2 1 2 2 1 2
n i j i i jn n n nφ δ δ δ δ≠≡ 〈 〉 〈 〉 〈 〉 , by 2

,1n n nC φ η= , given that the numbers of mRNA produced 



125 

 

by different gene copies are statistically equivalent. This relation holds at any induction level. 

In addition, for Model III, nC  is constant regardless of induction level (see Supplementary 

Note 10). Therefore, in the full induction limit, where the single-gene mRNA noise, 2
,1nη , 

reaches its minimum, 2
,1,minnη , nφ  should have its maximum value, ,maxnφ , i.e., 

2
,1,min ,maxn n nCη φ= . Substituting 2 1 2

,1,min 1,maxn nn κ κη χ η−= 〈 〉 +  [equations (2), (N6-2c), and (N6-11)] 

into the latter equation, we obtain the other relation between nC  and 2
nκ κχ η  as  

1 2
,max 1,maxn n nC n κ κφ χ η−= 〈 〉 +   (F8-2) 

where the value of 1,maxn〈 〉  is about 30.6 (Supplementary Note 6). From equations (F8-1) and 

(F8-2), one can obtain 2
nκ κχ η  and nC  as a function of ,maxnφ . Due to the Swartz inequality, 

,maxnφ  cannot be greater than unity. On the other hand, according to ref. 14, nφ  has a positive 

value. The calculated values of 2
nκ κχ η  and ( 1) ng g C g−  are displayed for the entire 

range of positive ,maxnφ . From this analysis, we obtain 20.05 0.17nκ κχ η< <  and 

0 0.083nC< <  (see Supplementary Table 1). 
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Supplementary Figure 9. Apparent quadratic dependence of the mRNA variance on the 

mean mRNA level. (a) (open circles) The experimental data for the mRNA variance 2
nσ  as a 

function of the mean mRNA level 1n〈 〉  per gene copy, which correspond to the experimental 

data shown in Fig. 2a1. (solid line) The theoretical result for 2
nσ  as a function of 1n〈 〉  for 

Model III. The result is calculated from 1nQ n〈 〉  by  

( )2 1 2
1n nn g Q n nσ −= 〈 〉 + 〈 〉 〈 〉 〈 〉   (F9-1) 

which follows from definitions of nQ  and 1n〈 〉 , i.e., 
2

1n
nQ

n
σ

≡ −
〈 〉

 and 1n n g〈 〉 = 〈 〉 〈 〉 . The 

non-Poisson mRNA noise is given by 1 11
( ) limn nx

Q n x Q n
→

〈 〉 =∆ + 〈 〉  with 1 1,maxx n n= 〈 〉 〈 〉

(equation (N6-2b)). It is ( )x∆  that carries the information about the transcription dynamics 

of individual genes, which is given in (N6-10a) for Model III under the offk  modulation 

scheme. For Model III, 11
lim nx

Q n
→

〈 〉  is given by equation (N6-2a), a constant over the mRNA 

level, which is dominantly contributed from the gene-copy number variation and the correlation 

between the transcription levels of different gene copies. Their contribution makes the variance 
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in mRNA number appear to be a quadratic function of the mean mRNA number. Both ( )x∆  

and 11
lim nx

Q n
→

〈 〉  can be determined from the experimental data shown in Fig.2a (see 

Supplementary Note 6). (dashed line) The best fit of experimental data under the assumption 

that 2
nσ  is simple a quadratic function of 1n〈 〉 . (b) (open circles) The experimental data for 

2
nσ  as a function of 1n〈 〉 , corresponding to those shown in Fig.4. (solid line) The 

corresponding theoretical result for 2
nσ  as a function of 1n〈 〉  for the model shown in Fig. 4b, 

which is obtained from equations (N15-19) and (F9-1). (dashed line) The best fit of 

experimental data under the assumption that 2
nσ  is a quadratic function of 1n〈 〉 . A similar 

quadratic dependence of the variance on the mean was also reported for protein levels in ref. 

26. 
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Supplementary Figure 10. Stochastic trajectories of the number of transcription events 

and transcription rate fluctuation generated from the simulations of Model II for two 

different rates of gene-state switching dynamics. (a, b). Realization of mRNA number, ( )n t , 

generated from the stochastic simulations of Model II for two different sets of parameters. In 

(a), the values of 1κ −  and 1 1( )on offk k− −=  are set to be 4 and 144 seconds, respectively, which 

have the same order of magnitude with the parameters extracted from the system of the lacZ 

gene expression under the repressor regulated promoter in E. coli (see Fig. 2 & Supplementary 

Note 6). In (b), the values of 1κ −  and 1 1( )off onk k− −=  are 10 and 2.2 seconds, respectively, which 

have the same order of magnitude with the parameter values extracted from the system of the 

lacZ gene expression under constitutive promoters (see Fig. 4 & Supplementary Note 15). (c, 

d). Stochastic trajectories of transcription rate, ( )R t , or the number of transcription events per 

unit time in the stochastic trajectories shown in (a) and (b). The bin time amounts to 10 1κ −  in 

each case. The time scale of the gene-state switching dynamics of the repressor regulated lacZ 
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gene is much greater than that of the gene-state switching process of the lacZ gene under 

constitutive promoters. The transcription rate ( )R t  of the lacZ gene under repressor regulated 

promoter clearly shows the on-off switching pattern while ( )R t  of the lacZ gene under 

constitutive promoter appears to have a far less fluctuation, which is known as motional 

narrowing in spectroscopy. 
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Supplementary Figure 11. Upper and lower bounds of the mean-scaled mRNA correlation. 

From our analysis of the experimental data shown in Fig. 4 (see Supplementary Note 15), we 

can estimate the mean-scaled mRNA correlation, nC . (red and blue solid lines) The upper and 

lower bounds, upper
nC  and lower

nC , for ( )n i j i jC n n n nδ δ= 〈 〉 〈 〉〈 〉  as a function of mean mRNA 

level per gene copy, which are calculated using equations (N15-17) and (N12-2). For the former 

and latter cases, the values of 
TX TX

C
nk kCχ  are given by 28.34 10−×  and zero, respectively. The 

expression of lower
nC  is explicitly given by equation (N12-4), which carries the contribution 

originated only from the RNAP noise. (dotted line) The horizontal line indicating the plateau 

level of upper
nC  in the large mRNA expression limit, which is given by 

TX TX

C
nk kCχ ( 28.34 10−= × ). 

This figure shows that the RNAP noise is the primary source causing the mean-scaled mRNA 

correlation. For a finite value of 
TX TX

C
nk kCχ , the contribution arising from the correlation 

between the transcriptional rate coefficients of different gene copies becomes dominant over 

the RNAP noise contribution at large mRNA expression levels. 
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Supplementary Figure 12. Comparison between experimental data and various 

theoretical models for the dependence of mRNA copy number statistics on promoter 

strength in constitutive gene expression. (circles) The experimental data for the mean mRNA 

number per gene copy and the non-Poisson mRNA noise obtained from transcription of the 

lacZ gene under various constitutive promoters. (red line) The best fit of Model III with the 

onk  modulation scheme to the experimental data, in which the transcription rate is modelled 

as 1 ( )R ξκ= Γ . (blue line) The best fit of the transcription model shown in Fig. 4b to the 

experimental data (see Supplementary Note 15). The transcription rate is modelled as 

1 ( )
1

Rp
TX

Rp

KN
R k

KN
= Γ

+
 with RNAP-promoter binding affinity K  and intracellular RNAP copy 

number RpN  being stochastic variables. (green line) The best fit of the transcription model 

shown in Fig. 4b to the experimental data without accouting for fluctuation in RNAP copy 

number. For the constitutive expression system investigated in ref. 15, the RNAP copy number 
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RpN  is coupled to the control variable K  in a nonlinear manner so that the effect of RpN  

fluctuation on the mRNA copy number statistics is more important than and different from the 

effects of the fluctuation in other environmental variables, Γ , that amount to fluctuation in 

( )TXk Γ . In comparison, in Model III, RpN  is not directly coupled to the controllable rate factor 

ξ  but it is just one of numerous environmental variables, Γ , on which rate coefficient ( )κ Γ  

is dependent. Note that the constitutive transcription model shown in Fig. 4b provides a better 

quantitative explanation of the experimental data than Model III, because the former takes into 

account the effects of RNAP level fluctuation on the transcription rate fluctuation in a more 

rigorous manner than the latter. 
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Supplementary Figure 13. Value of non-Poisson mRNA noise 1nQ n〈 〉  for the 

constitutive expression data reported in ref. 15 approaches a plateau in the high 

expression regime. (circles) The experimental data for the dependence of the non-Poisson 

mRNA noise, 1nQ n〈 〉 , on the mean mRNA number 1n〈 〉  per gene copy for lacZ gene mRNA 

expressed under various constitutive promoters of E. coli15. In the high expression limit, the 

value of 1nQ n〈 〉  approaches the plateau value, 0.20, which corresponds to 2
,g n kF η+  in 

equation (N15-19). The solid horizontal line represents the plateau level, which is estimated by 

averaging 1nQ n〈 〉  over the last three data points. (gray circles) The data points with the value 

of nQ n〈 〉  being less than 0.2. These data are not considered because we assume the plateau 

level, 2
,g n kF η+ , to be the lower bound for 1nQ n〈 〉 . 
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Supplementary Figure 14. Cell doubling time dependences of the C and D periods of the 

bacterial cell cycle. The mean gene copy number g〈 〉  can be calculated by using the formula, 

[ (1 ) ]2 C m Dg τ′− +〈 〉 = , where C and D denote the time taken to replicate the genome and the time 

interval between termination of replication and cell division, respectively33. m′  is the 

normalized distance of the gene from oriC 34, which is calculated from the map location (m) of 

the gene 33. C and D depend on the cell doubling time, τ, as shown in (a) and (b). The solid 

line in each panel represents the second-order polynomial fit to the tabulated values for each 

period at various values of τ13, which are given by 2( ) 40.5 0.00340 0.00261C τ τ τ= + +  and 

2( ) 19.8 0.148 0.000464D τ τ τ= + + . These formulae give the extrapolated values of C and D at 

τ = 150 minutes as 99.7 and 31.6 minutes, respectively. With the values at hand, we can 

calculate the values of g〈 〉  for each gene investigated in the genome-wide study for E. coli 

mRNA copy number variation in ref. 13. The values of the map locations for each of the genes 

are available in EcoliWiki (http://ecoliwiki.net/colipedia/index.php). The average of the gene 

copy number g〈 〉  over the genes is found to be 1.52 (see Supplementary Note 21).   
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Supplementary Figure 15. Doubling time (τ)-dependence of initial genome copy number 

and the variations of genome copy number and lacZ gene copy number as a function of 

cell age at 40τ =  minutes. (a) (solid line) The initial genome copy number 0G  as a 

function of cell doubling time (τ). We calculate this by using equation (N13-1) with the second-

order polynomial fits of the C and D periods in terms of τ (see Supplementary Figure 14). 

(upper and lower thin horizontal lines) The minimal 0G  ( min
0G ) required for the lacZ gene 

copy number g to be 4 and 2 at the beginning of the cell cycle (see Supplementary Note 16 for 

more details). Over the range of τ enclosed by 22.8 and 54.7 minutes at which min
0 0G G=  

(marked by the bidirectional arrow), g is initially two and then becomes four at the late stage 

of the cell cycle as shown in the example at 40τ =  minutes in (c). (b) (green solid line) The 
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periodic variation of genome copy number aG  as a function of cell age for 45C =  minutes, 

25D =  minutes, and 40τ =  minutes. 40τ =  is near to the median of the range of τ over 

which g is either 2 or 4 in (a). (black thin lines) The contributions of individual chromosomes 

to aG . For each contribution, the linearly increasing regime corresponds to the C period during 

which the amount of the genome increases from one to two at a slope of 1 C  per minute 

because of the genome replication. The ensuing plateau regime corresponds to the D period, 

during which the amount of the genome stays constant over time. Before the previous genome 

replication is completed, a new replication can start for rapidly growing cells, as shown in the 

figure. The time point at which the new replication starts is determined by the condition that 

aG  at the end of the cell cycle should be twice as large as 0G . (c) The schematic figure for 

the genome configurations at the cell ages indicated by (1), (2), (3), and (4) in (b) within the 

cell cycle. The open and filled circles indicate the replication fork and the lacZ gene on the E. 

coli chromosome, respectively. The lacZ gene copy number g changes from 2 at the early stage 

to 4 at the late stage. 
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Supplementary Figure 16. Component analysis of the non-Poisson mRNA noise. (a) 

(circles) The experimental data shown in Fig. 2a. (dotted line) The non-Poisson mRNA noise, 

11
lim nx

Q n
→

〈 〉 , independent of the control variable in the experiment or the gene-state switching 

dynamics. Analytic expression of 11
lim nx

Q n
→

〈 〉  is given in equation (N6-2a). It comprises three 

terms, the mRNA noise arising from the fluctuation in transcription rate κ  of the unrepressed 

gene, the mRNA noise originating from the gene-copy number variation, and the mRNA noise 

originating from the correlation between the number of mRNA produced from one gene copy 

and the number of mRNA produced from another gene copy (see Supplementary Figure 8). 

(dot-dash line) , where  stands for the mRNA noise arising purely from the gene-state 

switching process. The dependences of nξχ  and 2
ξη  on the mean mRNA level are given in 

equations (N6-5a) and (N6-6). (solid lines) The entire non-Poisson mRNA noise, 

2 2 2
1 ( , ) 11

limn n n nx
Q n Q nξ ξ ξ κ κ ξχ η χ η η

→
〈 〉 = + + 〈 〉  . The blue solid line represents the best fit of 

Model III to the entire experimental data, whereas the red solid line represents the best fit of 

Model III to the red circle data obtained for the slowly growing cells with doubling time longer 
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than 45 minutes (see Supplementary Note 6). (b) Components of the non-Poisson mRNA noise 

produced by the single gene copy transcription, which is given in equation (2) in the main text. 

The y axis represents the value of each mRNA noise component raised by unity. (pale blue 

shaded area) The mRNA noise, 2
nκ κχ η  , arising solely from the fluctuation in the active gene 

transcription rate whose TCF has the oscillatory behavior represented by the blue line in Fig. 

2b. The range of 2
nκ κχ η  is given by the interval, [0.05,0.17] (Supplementary Figure 8). (red 

dotted line) when the TCF of active gene transcription rate is given by the exponential function 

shown in the red line in Fig. 2b. (dot-dash line) The mRNA noise, 2
nξ ξχ η  , arising from the 

gene-state switching process. (solid lines) The mRNA noise, 2 2
( , )n ξ κ ξ κχ η η  , contributed both 

from the gene-state switching process and from the fluctuation in the active gene transcription 

rate. The blue solid line represents the case where ( )tκφ  is the oscillatory function represented 

by the blue line in Fig. 2b, whereas the red solid line represents the case where ( )tκφ  is the 

simple exponential function represented by the red line in Fig. 2b. The mRNA noise, 2
nκ κχ η  , 

arising solely from the active gene transcription process is negligible compared with the mRNA 

noise 2
nξ ξχ η  or 2 2

( , )n ξ κ ξ κχ η η  contributed from the gene-state switching process (see 

Supplementary Figure 19 for a more detailed explanation).  



139 

 

 

Supplementary Figure 17. Average number, ( )n t ∗〈 〉 , of transcription events occurring in 

time interval 1( , )t t  for the transcription model shown in Fig. 3a. 1t  denotes the time at 

which the first transcription event has occurred. With ( )n t ∗〈 〉  at hand, one can calculate the 

TCF ( )tκφ  of the transcription rate for the gene in the unrepressed state by using equation 

(N18-19), which is displayed in Fig. 3c (see Supplementary Note 18). The details of the 

simulation method are presented in Supplementary Note 19. According to Cox’s renewal 

theory36, ( )n t ∗〈 〉  can be calculated by performing the numerical Laplace inversion of 

1 ˆ ˆˆ( ) ( ) [1 ( )]T Tn s s s sψ ψ∗ −〈 〉 = −  with ˆ ( )T sψ  being the Laplace transform of the transcription 

waiting time distribution, which is given by equation (N19-1) for the model shown in Fig. 3a. 
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The theoretical results (solid line) are in excellent agreement with the stochastic simulation 

results (circles). The comparison between the two is made for various values of 2 1τ τ  and b 

in the model. The value of 1 2τ τ+  is chosen as 4 seconds, as it is similar to the value of 

( )1 3.92 secondsκ −〈 〉 ≅  extracted from the experimental analysis in Supplementary Note 6. 

The values of 2 1τ τ  are given by 2, 4, and 6 in the left, middle, and right columns, respectively. 

For the top, middle, and bottom rows, the values of b are given by 1.0, 0.5, and 0.1, respectively. 

As the value of b decreases and the value of 2 1τ τ  increases, the oscillatory pattern in ( )n t ∗〈 〉  

gets more pronounced. ( )n t ∗〈 〉  linearly increases with time with the slope being 1
1 2( )τ τ −+  

at long times. 
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Supplementary Figure 18. Dependence of the relative variance 2
Tη  of transcription 

waiting times on 2 1τ τ  for the transcription model shown in Fig. 3a. The dependence of 

2
Tη  on 2 1τ τ  given in equation (N19-3) is non-monotonic. 2

Tη  has the minimum value, 

(1 / 4)ε ε− , when 2 1 2 / 1τ τ ε= −  with ε  denoting 1 2( )b τ τ+ . The blue thin solid line 

indicates the position of the minimum point for various values of b and 2 1τ τ . In the small 

2 1τ τ  limit, 2
Tη  approaches unity, whereas, in the large 2 1τ τ  limit, 2

Tη  approaches ε. 

Therefore, as long as 1ε < , 2
Tη  is less than unity for any value of 2 1τ τ . In the model 

calculation, the value of 1 2τ τ+  is fixed to 4 seconds as in Supplementary Figures 6 and 17. 

The difference between the minimum value of 2
Tη  and the asymptotic value of 2

Tη  in the large 

2 1τ τ  limit is given by 2 2 2
1 24 4( )bε τ τ = +  , which is barely noticeable when ε or b is 

small. 
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Supplementary Figure 19. Comparison between time correlation functionss of two 

different transcriptional rate fluctuations and their bilinear coupling term. (a) The mean 

scaled TCFs, 2 ( )tκ κη φ  , of the fluctuation in active gene transcriptional rate, κ, and (b) the mean 

scaled TCF, 2 ( )tξ ξη φ  , of the fluctuation in gene state, ξ, as a function of ( )t tγ= . (c) The 

product of 2 ( )tκ κη φ   and 2 ( )tξ ξη φ  , i.e. 2 2 ( ) ( )t tκ ξ κ ξη η φ φ  . 1( 1 120  s )γ −=  denotes the inverse 

mean lifetime of a mRNA molecule. 2 ( )tκ κη φ   and 2 ( )tξ ξη φ   are calculated by using equation 

(N6-15) and 2 1( ) ( 1) t xt x e α
ξ ξη φ − −= − 

  with 1 1,maxx n n= 〈 〉 〈 〉  and 0.83onkα γ= =  (see 

Supplementary Note 6). The transcription rate fluctuation due to the gene-state switching 

between the active and inactive gene states has a different stochastic property from the rate 

fluctuation of the active-gene transcription that is a multi-step, consecutive reaction process. In 

general, the product noise of a multi-channel reaction, such as transcription with the gene-state 

switching process, is greater than the product noise of a single-channel reaction, even if one of 

the channels is inactive, as is the case here. On the other hand, the product noise of a multi-step 

reaction is smaller than the product noise of a single step reaction, because the randomness in 

the time taken to complete a reaction process decreases as the number of the intermediate 

reaction steps composing the reaction increases. 
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In terms of mathematics, the transcription rate fluctuation originating from the gene-state 

switching shows a monotonically decaying TCF, ( )tξφ , but the active gene transcription rate 

fluctuation shows an oscillating TCF, ( )tκφ . According to CFT or equation (2), the mRNA 

noise, 2
nξ ξχ η , originating from the gene-state switching process is related to its TCF by 

2 2

0
( )t

n dte tγ
ξ ξ ξ ξχ η γ φ η

∞ −= ∫ . Similarly, the mRNA noise, 2
nκ κχ η , originating from active gene 

transcription rate fluctuation is given by 2 2

0
( )t

n e tγ
κ κ κ κχ η γ φ η

∞ −= ∫ . As shown in Supplementary 

Figure 2b, 2
nκ κχ η  including the integration of the oscillating TCF, ( )tκφ , is far smaller than 

2
nξ ξχ η , including the integration of the monotonically decaying TCF, ( )tξφ . This can be the 

case even when 2
κη  is far greater than 2

ξη . The non-Poisson mRNA noise contributed from 

the bilinear coupling term is given by 2 2 2 2
, , ) 0

( ) ( )t
n dte t tγ

κ ξ κ ξ κ ξ κ ξχ η η γ φ φ η η
∞ −

( = ∫ , which can be 

either super-Poisson or sub-Poisson noise depending on the shape of ( ) ( )t tξ κφ φ 2 2
κ ξη η .   
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Supplementary Figure 20. Dynamic fluctuation in active gene transcription rate κ and 

the dependence of 2
nξ ξχ η∆  on the mean mRNA level. (a) (circles) The experimental data 

for ( )1 11
limn nx

Q n Q n
→

∆ = 〈 〉 − 〈 〉  divided by 2
nξ ξχ η . The experimental data are equivalent to 

those displayed in Fig. 2. For the system where the value of offk  is under our control, the value 

of 2
nξ ξχ η  can be related to the mean mRNA level by 1 x

x α
−
+

 with 

1 1,max 1 30.6x n n n= 〈 〉 〈 〉 ≅ 〈 〉  and 0.83onkα γ= ≅  (see Supplementary Note 6). (solid line) 

The theoretical result for 2
nξ ξχ η∆  for Model III, which is given by 

2ˆ1 ( ) ( )on off on offk k k kκ κγ φ γ η+ + + + +  [equation (N6-8)]. In case of the offk  modulation 

scheme, the value of 2
nξ ξχ η∆  can be calculated for each value of the mean mRNA level by 

equations (N6-10a) and (N6-14). As the value of offk  gets larger with the value of onk  held 

fixed or as the mean mRNA level, 1 1,max (1 )off onn n k k 〈 〉 = 〈 〉 +  , decreases, 2
nξ ξχ η∆  

increases up to 21 κη+  for the system, because of equation (N6-8) and the Tauberian theorem, 
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i.e., 
0

ˆlim ( ) lim (0) 1
s t

s sκ κφ φ
→∞ →

= =  and 
0

ˆlim ( ) lim ( ) 0
s t

s s tκ κφ φ
→ →∞

= = . The increase in the value of 

2
nξ ξχ η∆  in the small 1n〈 〉  regime results from the dynamic fluctuation in the active gene 

transcription rate κ , whose TCF is shown in Fig. 2b. (b) (circles) The experimental data for 

( )1
limn nx

g Q n Q n
→

∆ 〈 〉 = 〈 〉 − 〈 〉  divided by 2
n gξ ξχ η 〈 〉 . The experimental data are the same as 

those shown in Supplementary Figure 3, which could be better explained by the onk  

modulation scheme. The approximate value of g〈 〉  is 1.52 (see Supplementary Note 21 & 

Supplementary Figure 14). Under the onk  modulation scheme, 2
nξ ξχ η  can be calculated at 

each mRNA level by [ ]2(1 ) (1 )x x x β− − +  with max 3.26x n n n= 〈 〉 〈 〉 ≅ 〈 〉  and 

( ) 4.46offkβ γ≡ ≅  (see Supplementary Note 21). (solid line) The theoretical result for 

2
nξ ξχ η∆  for Model III is given by 2ˆ1 ( ) ( )on off on offk k k kκ κγ φ γ η+ + + + +  [equation (N6-8)]. For 

the system, the experimental data can be explained by assuming ( ) tt e λ
κφ

−=  so that 2
nξ ξχ η∆  

can be calculated for each value of the mRNA level by using 
2

1
1 (1 ) (1 )x x

κη
λ β

+
+ − − +

 [see 

equation (N21-1)] with the value of ( )λ λ γ=  and 2
κη  being 306 and 30.4, respectively. 

2
nξ ξχ η∆  increases with ( )on on offx k k k = +   or onk . However, the value of λ  is so large 

that the value of 2
nξ ξχ η∆  does not deviate much from unity unless the value of x  is very 

close to unity. 
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Supplementary Figure 21. Renewal transcription model based interpretation of the time-

correlation function of transcription rate fluctuation yields unphysical transcription 

dynamics. Given that the transcription process is a renewal process, the transcription waiting 

time distribution is related to the TCF of the transcription rate fluctuation by 

1ˆˆ ( ) 1 1 ( )T s s s Fκ κψ κ φ
−

 = − + 〈 〉 +   in the Laplace transform domain, which can be easily 

obtained from equation (N6-16). In terms of the dimensionless Laplace variable, s s γ= , the 

equation reads as ( ){ } 1
1 2 ˆˆ ( ) 1 1 ( )T s s f sκ κψ γ κ γ η

−
− = − + 〈 〉 +    , where 2 ˆ ( )f sκ κη   is given by 

equation (N6-14) for the repressor regulated lacZ gene transcription system investigated in Fig. 

2. Substituting equation (N6-14) into the last equation and performing the numerical Laplace 

inversion of the resulting equation49, one can obtain ( )T tψ γ  or ( )T tψ . However, as shown 

here, the transcription waiting time distribution obtained under the assumption that the 

transcription process is a renewal process is unphysical because it is not always positive. 
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SUPPLEMENTARY TABLES 

Supplementary Table 1 

Quantity Expression Description 

( )osc tκφ  ( )3 2
0 1,max1

2 1t
i ii

e c J n tγ
κα λα γ η

=
 〈 〉 − ∑  

[equation (N6-15)] 

The normalized TCF of δκ.  
(c1, c2, c3) = (36.3±4.9, 
1.07±0.27, 0.30±0.13), (λ1, λ2) 
= (21.6±2.7, 0.22±0.15) a. 

exp ( )tκφ  te λ−  

1/λ = 0.39±0.08 s b. The TCF 
reflects the transcription 
dynamics that is dependent on 
the growth condition (see Fig. 
2b). 

a The values of ci and λi are obtained by fitting equation (N6-13) to the entire experimental data for ∆ 
as a function of 1n〈 〉  (see Supplementary Note 6 for more details). The uncertainties indicate the 
standard errors. 
b The value of λ is obtained by fitting equation (N6-1) with equations (N6-2) and (N6-19) to the 

experimental data for 1nQ n〈 〉  as a function of 1n〈 〉 . Here, the experimental data do not indicate the 
entire set, but instead the subset obtained from the cells with doubling times longer than 45 min. The 

uncertainty is due to the standard error in ( )λ λ γ= . 
 
 

Quantity Value Description 
2
κη  30.4±4.9 c The relative variance of κ. 

c The value of 2
κη  can be obtained from the value of 1 2 3( 0)( )x c c c∆ = = + + , thanks to the following 

relation, 2( 0) ( 1)x κη α∆ = = +  [equation (N6-11b)]. The uncertainty is due to the standard errors in 
ci’s. 

Quantity Value Description 

2
nκ κχ η  0.05~0.17 

The non-Poisson mRNA noise 
originating solely from the 
fluctuation in κ. 

nC  0~0.083 

The mean-scaled mRNA 
correlation. The estimated 
values of Cn are comparable to 
those extracted from the 
constitutive expression data 
(see Supplementary Figure 
11). 
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These results can be obtained from the experimental values of 1 1n x
Q n

=
〈 〉  and 1,max

n  (see 

Supplementary Figure 8). 
 
Supplementary Table 1. Quantitative information extracted from our analysis of the 

experimental data in ref. 14 for the copy number variation of mRNA expressed from the 

lacZ gene under IPTG-controllable Plac promoter among a clonal population of E. coli 

(Fig. 2 & Supplementary Note 6). The transcription rate, R1, of a single gene copy is modelled 

as R1 = κξ, where ξ is a dichotomous stochastic variable assuming either 0 for repressed state 

or 1 for unrepressed state of the promoter. The transition rate from the unrepressed state to the 

repressed state of the promoter is controlled by the inducer concentration. κ denotes the 

transcription rate of the gene in the unrepressed state (ξ = 1). We estimate the values of 

( )1,max 30.6n〈 〉 ≅ , 11
lim 0.380nx

Q n
→

〈 〉 ≅ , ( )11 120  sγ −≅ , and ( )2.27g〈 〉 ≅ , from the data 

reported in ref. 14 and the value of  ( )3 16.9 10  sonk − −≅ ×  from the data in ref. 15. From the 

latter parameter values we can also calculate the value of κ  and α  as 

1
1,max 0.255 snκ γ −〈 〉 = 〈 〉 ≅ and onkα γ= 0.828≅ . The value of gF  is obtained as 0.206 in 

Supplementary Note 16. 

  



149 

 

Supplementary Table 2 

Quantity Value Description 

,0nKβ  2(2.0 0.2) 10−± × a 

The propagation efficiency coefficient of 
the binding affinity noise into the non-
Poisson mRNA noise. Its explicit 
expression is given by equation (N15-18). 

1,n ∞〈 〉  12.2±0.8 a, b 

The mean mRNA level per gene copy in 
the limit where the RNAP occupation 
probability (〈θ〉) of promoter goes to unity 
in equation (N15-17). 

a The values of the two adjustable parameters are obtained by fitting equation (N15-19) to the 

experimental data for 1nQ n〈 〉  as a function of 1n〈 〉 . The uncertainties indicate the standard errors. 

b The minimum value of 1n〈 〉  that can be read off from the data is roughly equal to 0.03. The tuning 
factor for the lacZ gene mRNA expression is then estimated to be about 400 by calculating the ratio of 

1,n ∞〈 〉  to 0.03. This value is comparable to 500 given as an approximate value of the tuning factor in 

ref. 15. 

 

Quantity Value Description 

offk γ  54.8offk γ ≥ ±5.5 c 

The lower bound of the on-to-off transition 
rate, koff, of promoter. The value of koff/γ 
extracted from the constitutive expression 
data is far greater than koff/γ = 4.5 given in 
Supplementary Table 3. 

c The value of the lower bound is calculated by using equation (N12-1) with the value of ,0nKβ  given 
above. The standard error in the value of lower bound results from the standard error in the value of 

,0nKβ . 
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Quantity Expression or value Description 

2
,n kη  2(6.7 1.0) 10−± × d 

( 1)2 2
, ( )

TX TX TX TX

g g C
n k nk k nk kg Cη χ η χ〈 − 〉

〈 〉= +  is the 
non-Poisson mRNA noise originating 
from the fluctuation in the transcriptional 
rate coefficient, kTX, of a single gene copy 
(the first term) and the correlation between 
kTX’s of different gene copies (the second 
term). 

RpnNβ  1.87±0.01 e 
The propagation efficiency coefficient of 
the RNAP noise into the non-Poisson 
mRNA noise. 

nC  

2 2(1 ) [1 ( )]

[equation (N12-2)]
TX TX Rp

TX TX

C
nk k N

C
nk k

C

C

χ η θ ζ

χ

+ −

+

 

The mean-scaled mRNA correlation as a 
function of the mean mRNA number [see 
equation (N15-17) for the relation between 

1n〈 〉  and ( )θ ζ ]. The value of 
TX TX

C
nk kCχ  

ranges from zero to (8.3±1.2) × 10−2 f. 

d The plateau level of 1nQ n〈 〉  in the high expression limit can be read off from the experimental 

data as 0.20±0.01 (mean ± standard deviation) (see Supplementary Figure 13). Because 
2
,g n kF η+  in our model corresponds to the plateau level, we can find the value of 2

,n kη . The 

uncertainty is due to the standard deviation in the plateau level.  

e This value was obtained by substituting the value of 2
,n kη  into equation (N15-8b). The uncertainty is 

due to the standard deviation in the plateau level. 

f From the definition of 2
,n kη , we have 2 2 2

, ,( 1) ( 1)( )
TX TX TX TX

g gC
nk k n k nk k n kg g g gCχ η χ η η〈 〉 〈 〉

〈 − 〉 〈 − 〉= − ≤ . The 

uncertainty is due to the standard deviation in the plateau level. 

 
Supplementary Table 2. Quantitative information extracted from our analysis of the 

experimental data in ref. 15 for the copy number variation of lacZ gene mRNA expressed 

under various constitutive promoters among a clonal population of E. coli (Fig. 4 & 

Supplementary Note 15). The transcription rate, R1, of a single gene copy is modelled as

1 ( )TXR k θ= Γ . ( )TXk Γ  is the transcriptional rate coefficient. θ is a RNAP-bound fraction of 

the promoter, defined as (1 )θ ζ ζ= +  with ( )RpKNζ =  being the dimensionless promoter 

strength. The RNAP-promoter binding affinity K differs from promoter to promoter. RpN  

denotes the RNAP copy number in each single cell, which is a stochastic variable. The values 
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of the following parameters are read off from ref. 15: 1,max 9.6n〈 〉 = , 5 3g〈 〉 = , 2 15gF = , 

and 2 0.1
RpNη = . 

Supplementary Table 3 

Quantity Value Description 

β (= offk γ ) 
(with the oscillatory TCF, 

( )osc tκφ  under the kon 
modulation scheme) 

64.0±9.3 † 

The on-to-off transition rate, koff, scaled 
by the mRNA decay rate, i.e. β = koff /γ. 
For E. coli mRNAs, it is known that 2 
min 1γ −≤ ≤ 10 min (ref. 13). The range 
of the on-state duration extracted from 
the value of β is given by 1.9 s 1

offk −≤ ≤
9.4 s.  

β (= offk γ ) 
 (with the exponential TCF, 

exp ( )tκφ  under the kon 
modulation scheme) 

 4.5±0.6 † 

The range of the on-state duration 
extracted from the value of β is given by 
0.4 min 1

offk −≤ ≤ 2.2 min, consistent with 

the reference value, 1
offk − = 1 min, given 

in ref. 39 

† The value of β for either ( )osc tκφ  or exp ( )tκφ  is obtained by fitting equation (N21-1) or (N21-4b) to 

the experimental data for nQ n〈 〉  as a function of n〈 〉 . The associated uncertainties indicate the 
standard errors. 

 
Supplementary Table 3. Quantitative information extracted from our analysis of the 

genome-wide data in ref. 13 for mRNA copy number variation among a clonal population 

of E. coli (Supplementary Figures 3 and 18 & Supplementary Note 21). The transcription 

rate, R1, of a single gene copy is modelled as R1 = ( )κ ξΓ , where ξ is a dichotomous stochastic 

variable whose statistical tendency to stay at either 1 or 0 differs from gene to gene. ( )κ Γ  is 

the transcription rate in active gene state (ξ = 1). The values of the following parameters are 

read off from experimental data in ref. 13: max 3.26n〈 〉 =  and max1
lim 0.33nx

Q n
→

〈 〉 = . The same 

value of 2
κη  and expressions of ( )tκφ  as those given in Supplementary Table 1 are used. The 

value of g〈 〉  is obtained as 1.52 in Supplementary Figure 14.  
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