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NADH and Rates of Heat Denaturation. Enzyme
preparation involved ammonium sulfate precipitation of heat-
treated homogenates (heating removed the thermally labile mi-
tochondrial paralog; mMDH) to isolate a cMDH-rich protein
fraction (1). Dialyzed aliquots of the ammonium sulfate pre-
cipitated proteins were used for assays. We chose to focus on
binding of the cofactor (NADH), rather than substrate (malate or
oxaloacetate) because of the wealth of data available for com-
parative analyses of cofactor binding (1–3). The catalytic rate
constant (kcat) was not determined because we used only a par-
tially purified cMDH. Binding of NADH to cMDH was indexed
by the apparent Michaelis–Menten constant, KM

NADH. The re-
action mixture contained imidazole–Cl buffer (200 mmol/L with
a pH value of 7.0 at 20 °C), oxaloacetic acid (200 μmol/L), and
different concentrations of NADH (10, 15, 20, 30, 40, 60, and
75 μmol/L) (1). KM

NADH values were calculated from the initial
velocities of the reaction at each NADH concentration by using
Prism software (Version 5.0; GraphPad Software). Thermal
stabilities were carried out as described by Fields et al. (3). Di-
alyzed enzyme preparations were heated at 42.5 °C for different
periods of time. Aliquots were removed and assayed for residual
cMDH activity.

Sequencing of cMDH cDNA.To obtain the data needed for the MDS
analyses, we sequenced all of the cMDH orthologs that had not
previously been sequenced. The protocols used for sequencing
the cDNAs followed those of Fields et al. (3), Dong and Somero
(1), and Liao et al. (4). Total RNA was purified from foot muscle
by using TRIzol reagent (Invitrogen). Reverse-transcriptase (RT)
reactions were performed by using PrimeScript RT reagent kits
(TaKaRa). The PCR was used to amplify the partial sequences of
cDNA of cMDH by using pairs of primers (Table S4). The full-
length cDNAs were obtained by using the 5′ and 3′ rapid am-
plification of cDNA ends (RACE) protocol (Clontech Laborato-
ries, Inc.). Pairs of 5′ and 3′ gene-specific primers (Table S4) were
designed based on the partial sequences above. The PCR was used
to amplify the 5′ and 3′ ends of the cDNAs. RACE PCR products
were amplified with the SeqAmp DNA polymerase and cloned
into the linearized pRACE vector with the In-Fusion HD Cloning
and Stellar Competent Cells kit (Clontech Laboratories, Inc.).
Based on the 5′ and 3′ untranslated regions, pairs of primers
(Table S4) were designed to amplify the full-length cDNA coding
regions. The full-length cDNA sequences were amplified and se-
quenced (Invitrogen Biotechnology Co.). The cDNA sequences
were assembled by using DNAMAN software (Lynnon Biosoft),
and the deduced amino acid sequences were aligned by using the
ClustalX2 algorithm (5). The GenBank accession numbers are
shown in Table S5.

Molecular Modeling of cMDH cDNA. By using the sequence data, 3D
models were constructed by the I-TASSER server with a high
C-score level (∼1.6). C-score is a confidence score for estimating

the quality of predicted models by I-TASSER, which is typically
in the range between −5 and 2, and a higher value signifies a
model with a high confidence (6).

MDS of cMDH. The computed 3D structures constructed above
were used as the starting models of the simulations. Simulations
were performed by using NAMD (Version 2.9) (7) with the
CHARMM36 force field (7–10). Transferable intermolecular
potential 3P water was used as the aqueous solution to create
simulation conditions that more closely resembled the cellular
environment (11). The proteins were first placed into separate
suitably sized simulation cubic boxes and solvated with simple
point-charged water molecules. The size of the water box was
created with a layer of water 10 Å in each direction from the atom
with the largest coordinate in that direction. Na+ and Cl− ions
were used as the counterions to neutralize the negative charges of
proteins. The solvated systems were subjected to energy minimi-
zation to remove energetically unfavorable contacts among water
molecules and ions (steepest descent method, 5,000 steps). Each
system was performed in the isobaric-isothermal (NPT) ensemble
at 1 bar pressure and the set temperature by the Langevin Piston
and Langevin Dynamic method, respectively. The SHAKE algo-
rithm was used to constrain bond length with a time step of 2 fs
(12). Long-range interaction was applied by using the particle
mesh Ewald method (13). Local interaction distance common to
both electrostatic and van der Waals calculations (cutoff) was
12 Å. For all simulations, each system was assigned for 20 ns at
15 and 42 °C in triplicate. Trajectories of the structures were
collected every 0.002 ns. Every 0.002 ns of the actual frame was
stored during the simulation.
The VMD program was used to visualize and analyze the

simulation trajectories (14). The rmsd of backbone atom po-
sitions and the RMSF for individual residues in all models
were calculated and compared. For rmsd and RMSF calcu-
lations, the initial and energy-minimized structures, re-
spectively, were used as the reference. They are defined as:

RMSD=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=N

PN
i=1ðri − r0Þ2

q
and RMSF=
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where ri represents the position at time i, and r0 represents the
reference value, r represents the average value of the RMSF, and
N represents the number of atoms. The stabilized structure (10‒
20 ns) was taken from the trajectory of the system to determine
the movements of protein backbone and individual residue
atoms. The averaged equilibrium rmsd of backbone atom posi-
tions and averaged equilibrium RMSF for individual residues
were calculated and compared. The differences between the
values obtained at 15 and 42 °C for rmsd (ΔRMSD) and RMSF
(ΔRMSF) were calculated to provide an estimate of protein
flexibility. They are defined as: ΔRMSD=RMSD42°C −RMSD15°C
and ΔRMSF=RMSF42°C −RMSF15°C. Differences between spe-
cies were analyzed by using one-way analysis of variance followed
by the Tukey’s multiple comparisons test (P = 0.05) with Graph-
Pad Prism software (Version 6.0).
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Fig. S1. Map of the biogeographical ranges of the species examined in this study: the snail genus Echinolittorina (1–3), snail genus Nerita (4–7), snail genus
Littorina (8, 9), snail genus Chlorostoma (10–15), and limpet genus Lottia (16–18).
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