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MCMC sampling strategies for each parameter and hyper-parameter

(1) Joint posterior densities of the SSGBLUP, SS-BayesA and

SS-BayesB models
The joint posterior density for SSGBLUP was as below:
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Here, Yy was the vector of phenotype of all animals, p was the fixed effects vector,
a; was the marker effects of the jth marker, ¢ was the imputation residuals vector
for the non-genotyped animals, ng and o’ were the polygenic variance and SNP
effects’ variance, o’ was the residual variance, v, and s’ were degree of
freedom and scale of the scaled inverse chi-square prior of the SNP effects’ variance,
v, and sg were degree of freedom and scale of the scaled inverse chi-square prior
for the polygenic variance, v, and s’ were degree of freedom and scale of the
scaled inverse chi-square prior for the residual variance. x,w and uwere the
corresponding design matrices or vectors for fixed effects, SNP effects and imputation
residuals, n was the total number of genotyped and non-genotyped animals, m
was the total number of markers, g, was the number of non-genotyped animals, and

At = (An - AlezAlz I)il .




The joint posterior density of SS-BayesA was
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Here, ajj was the jth marker’s marker-specific effect variance, the prior for the

degree of freedom (v, ) was p(v, )=

1
(L+v, )

V¢S
. . o {%n] e
scaled inverse chi-square distribution p(si): s (2+ je e

The joint posterior density of SS-BayesB was

[1], and the prior of scale (s2) was a
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Here, 7, was the proportion of markers which had non-zero effects, m was the

number of non-zero effect SNP, x, had a beta distribution prior with

p(z,)==, A==, )" , ad s? had

a

of
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(2) Sampling of polygenic variance for all three single-step models

Fernando et al. [2] assumed that the polygenic variance was independent with marker
effects’ variances. They used a scaled inverse chi-square prior on the polygenic
variance. The full conditional density (FCD) of polygenic variance then also followed

a scaled inverse chi-square distribution:

O +V

p(c? | ELSE ) o« (o2 )[21] exp| - 21

2
Gg

' 11 2
(aA £+Vgsg)

where v and s; were the degree of freedom and scale of the prior, and ¢, was the

total number of ungenotyped animals. This FCD of polygenic variance was used for

all the three models (SSGBLUP, SS-BayesA and SS-BayesB).

(3) Sampling of imputation residuals for all three single-step models
The FCD of imputation residuals are the same for SSGBLUP, SS-BayesA and
SS-BayesB models. The joint FCD of the imputation residuals can be written as

follow:
p(e| EL S N(p,, X,)

-1

where p, =(Zz,+A"4,) Zy,* and £ =(ZZ +A"4) o
where y,*=(y,-XB-Wa), A, =0./o;, and y,is the vector of phenotype of

ungenotyped animals. The block-Gibbs sampler could be used to sample from this
3
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multivariate normal distribution [2, 3].

(4) Sampling of marker effects and their variance for SSGBLUP and
SS-BayesA

With a scaled inverse chi-square prior Z’Z(Va,sﬁ)’ the FCD of marker effects’

variance for the SSGBLUP model is

a

) (aj )_(W;mﬁ] exp [_ 2_12 (i al+v,s. B
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a \ j=1

pla? | ELSE e (o)™ em(‘ 1 ia?ja;(”s+1)e2;§
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which is also a scaled inverse chi-square distribution. For the SS-BayesA model, each

marker has its specific effect’s variance. The FCD of o for the i™ marker in the

SS-BayesA model is

p(ajj | ELSE)oc (27ra§j Tllz exp(_ 201[2 ajz}zs["z”ﬂ)e 202,

oo U5 exp(— = (e )]

aj
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This is also a scaled inverse chi-square distribution. The FCD of markers effects for

both SSGBLUP and SS-BayesA follow normal distributions [2] with

p(«; | ELSE) ~N<07j \LJ) (A2)
n n n 2 -
i ZV"ijeiJ{ZV"Sjgj Z(Wu)
where j=1.2,....,m, G, = = and ¢ =1L 4057
n 2 J O-e J
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where w; is the ith row and jth column of the incidence matrix W of (3). For the
SSGBLUP model, marker effects variance ojj is the same for all markers. For the

SS-BayesA and model, o’

)

are unequal for different markers.

(5) Sampling of marker effects and their variance for SS-BayesB

The FCD of marker effects’ variance for the jth marker in the SS-BayesB model is

p(ajj | ELSE except aj)oc‘vj‘fllz exp(—%y*'Vj_l)’*J p(Gij |Va,Sf,,7fm)

i=1

where y*:{yi_xiﬁ_ivvikak} V; =w,wo; +lo; and p(ajjlva,sj,zzm) is

k=)
the prior density. This FCD is not recognizable, and we adopted the
Metropolis-Hasting algorithm. We used the prior p(ajj |va,s§,7rm) as the proposal
(driver) density [4], where the prior is a scaled inverse chi-square distribution. Then,
the Metropolis-Hastings acceptance ratio (for jth marker) of the new proposal 002: is:

p(aj: | ELSE except aj) p(UjM v, sﬁ,fzm)
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This ratio is further equal to:
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where r =wy*, v, =(w;wj )2 o’ +w,w,c’, and the proposal density is

a(az ,azf):min 1
J

‘ v, (-]

=min

]



0 with probability of (1- 7z, )
2 2 m
p(a“" lv“’s”“”m)oc{;[z(va,sj) with probability of 7,

Then, we can accept O'Z with the probability of “(Uij[l,q"’oz:)' If the accepted ajj*
is not zero, then SNP effect of marker j is sampled from its FCD, which is the same as
in the SS-BayesA model; if the new accepted af; is zero, then SNP effect of marker
j is also zero. During the MCMC sampling procedure, the latest estimates of

v,,sZ,m, were used in the proposal density.

(6) Sampling of scale (s2) and degree of freedom (v )) in SS-BayesA
Sampling of scale (s?)
For S, we used a scaled inverse chi-square prior 2 (v,=-1s?=0). Then, the FCD

of 2 is:

p(s? | ELSE)oc [ﬁ plo? Iv,.s2 )J p(s?)
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It can be further simplified by integrating out marker effects’ variances [5], then

v, +l
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This FCD is not recognizable. Therefore, we used the Metropolis-Hasting sampling

strategy with a truncated normal distribution as the proposal density to draw samples
2

on S [6].

Sampling of degree of freedom (v )

The FCD of v with a vaguely informative prior of B(v,)- 1 [1]is as follow:
(1+v, )2

j=1

p(v, | ELSE) o H p(ai,. |V,..S; )j p(v,,)

a

Va +1 v+l
o r 5 1 1/2 22 ) 2 1
oc 1+ -
H (72'1/ sij ( v SZJ @+v, )
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where m is the total number of markers. As this FCD is not recognizable, we also used
Metropolis-Hasting sampling strategy with a truncated normal distribution as the
proposal density to sample v .

(7) Sampling of hyper-parameters (s>, v and z,) in SS-BayesB

Sampling of sacle (Sj)

We used a conjugate gamma prior p(s?|a, =0.1,8, =01) (B.)" (SZ)a"’le*ﬂasﬁ on Sj of

SS-BayesB, then the FCD was

p(s; | ELSE) (lﬂ[ p(o? |va,85)j p(s?)

j=1

VaSa

vs )z ) )
oc f[|(o.j] iO)( 2 ) P 7(\/7”+1je_26§j (Sz)afle_ﬂass oc(sz)levamfle > o

j=1 : F(V) a;
2

where m,is the number of markers with non-zero effects. It is again a gamma
7
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distribution. A Gibbs sampler was applied here to draw MCMC samples.

Sampling of degree of freedom (v )

For v, of SS-BayesB, its FCD was

p(v, | ELSE ) ﬁ e, » O)p(asj lv.,s? )J p(v,)

) F(va;lj . " 2 L
o Tl 202 2 [1—3] @y
F(Zaj a“a a“a a

=

Similar to SS-BayesA, Metropolis-Hasting sampling strategy with a normal
distribution proposal density was used to sample v, .
Sampling of =,
A beta prior beta(a, =1 4, =10) Was used for =, and its FCD was
p(7,) oz, (1-1,, )mfmﬁﬂ”fl .

It was still a beta distribution, and Gibbs sampling was used here to sample from this

beta distribution.

o
=1 .
J aj

, m —[Zl(ajj¢ojzvaz +,BaJs§
We used (Sa) 2 e (a gamma density distribution) as the

proposal density in the Metropolis-Hasting sampling strategy for Sf{ here.
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