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S1. EVOLUTIONARY PROCESSES

Two types of processes are widely used in the literature to model evolutionary dynamics: birth-death processes and
death-birth processes. A birth-death process in a spatial system or network occurs in two steps: first, an individual
is chosen for reproduction from the entire population; then, one of its neighbours is chosen, and is replaced by an
offspring of the first individual. In the second type of process, death-birth, the individual chosen in step one is
removed from the population, and one of its neighbours is chosen to produce an offspring in the ‘vacant’ place. (For
clarity we stress again that two particles in the spatial system are considered to be ‘neighbours’ if their distance is
less than the interaction radius.)

Each of these steps may or may not include an element of selection. Selection indicates that the choice of individual
is based on fitness. Throughout our paper, we focus only on frequency-independent selection, i.e., the fitness of each
type of individual only depends on the species it belongs to (mutant or wildtype), but not on the composition of its
neighbourhood. In the literature, the most widely used update processes only include selection in the reproduction
step. In principle, however, each individual can carry two types of fitness1. One is reproductive fitness; when compe-
tition occurs in the reproduction stage, it determines the probability that an individual is picked. If selection occurs
during the choice of an individual for removal, we think of the resilience (against removal) as a ‘death fitness’. It
plays the same role as the reproduction fitness, but in the removal stage. Individuals with a higher ‘death fitness’ are
less likely to be chosen for removal. Without loss of generality, we set both fitnesses of the wildtype to one. We write
r for the mutant’s reproductive fitness, and 1/d for its death fitness. The quantity d then describes a propensity to die.

Six possible processes can then be considered. The first three are birth-death processes. Selection can occur only
in the birth step (Bd), only in the removal step (bD), or in both (BD). Similarly, for death-birth processes one has
Db, dB and DB. Capital letters indicate that the step involves selection, and lower case letters indicate the absence
of selection.

It is important to stress that the first individual in each birth-death or death-birth event is chosen from the entire
population. If selection occurs at this step, this selection is global. The second individual is chosen among the
neighbours of the first. Therefore, if selection occurs in this phase, it is local selection.

The most general birth-death process involves selection in both steps (BD, r 6= 1, d 6= 1). If d = 1, the birth-death
process is of the type Bd. Selection takes place when individuals are chosen from the entire population, and it is
hence global selection. For this reason, the process is also referred to as a global birth-death process. A dynamics
of the type bD is a local birth-death process process (r = 1). The nomenclature for global and local death-birth
processes is similar (Db denotes the global death-birth process, and dB the local death-birth process, respectively).
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S2. THE LIMIT OF FAST FLOWS

S2.1. Setup and notation

A focal individual is chosen in step one of a birth-death or death-birth process. Interaction then occurs with
one of its neighbours (particles within its interaction radius R). In the limit of fast flow, we assume that this
neighbourhood is sampled from the entire population at random (excluding the focal individual). Each individual is
in the neighbourhood with probability q, and it is not a neighbour with probability 1− q.

The connectivity q will depend on the interaction radius. The parallel-shear flow, for example, generates a uniform
stationary density of particles. Therefore, any randomly chosen individual will be a neighbour of the focal individual
with probability q = πR2/A, where A is the total area of the system. This assumes 0 < R < (Aπ)−1/2 and periodic
boundary conditions. For R ≥ (Aπ)−1/2 the network is fully connected (q = 1).

With these assumptions the degree distribution is binomial; the probability that the focal individual has exactly k
neighbours is

Pk =
(
N − 1
k

)
qk (1− q)N−1−k

. (S1)

Assume now that there are m mutants in the population and N −m wildtypes. If the focal individual is a mutant,
the probability that there are l mutants among its k neighbours is

P (m)(l|k) =
(
k

l

)(
m− 1
N − 1

)l(
1− m− 1

N − 1

)k−l

. (S2)

Instead, if the focal individual is a wildtype the probability that l of its k neighbours are mutants is

P (w)(l|k) =
(
k

l

)(
m

N − 1

)l(
1− m

N − 1

)k−l

. (S3)

We next consider the situation in which k individuals compete (for example to replace a removed individual).
Assuming that l of the k individuals are mutants (with fitness r) and k − l are wildtypes (with fitness one) we write
gkl(r) for the probability that a mutant is selected. We have

gkl(r) = lr

(k − l) + lr
. (S4)

The quantity 1 − gkl(r) is the probability that a wildtype is selected in this situation. If selection acts during the
removal step, the probability that the individual chosen for removal is a mutant is gkl(d).

It is also useful to define

H(m)(r) =
N−1∑
k=1

k∑
l=0

Pk P
(m)(l|k)[1− gkl(r)],

H(w)(r) =
N−1∑
k=1

k∑
l=0

Pk P
(w)(l|k)gkl(r), (S5)

where the double sums run over all neighbourhood compositions of the focal individual. The quantity H(m) describes
the probability with which a wildtype is selected among the neighbours of a mutant focal individual, and H(w) the
probability that a mutant is selected from the neighbourhood of a wildtype.

In each death-birth or birth-death event, the number of mutants in the population may increase by one (m→ m+1),
decrease by one (m → m − 1), or remain unchanged. We write T+

m for the probability that m increases by one, and
T−m for the probability that m decreases by one. For birth-death processes we have

T+
m = mr

mr +N −m
×H(m)(d),

T−m = N −m
mr +N −m

×H(w)(d), (S6)
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where the fraction on the right-hand side in the expression for T+
m is the probability that the individual selected for

birth is a mutant, or that it is a wildtype in the expression for T−m .
For death-birth processes we have

T+
m = N −m

md+N −m
×H(w)(r),

T−m = md

md+N −m
×H(m)(r). (S7)

S2.2. Fixation probability

For any one-step process, the probability of fixation of a single mutant in a population of size N can be written as2

φ = 1

1 +
N−1∑
j=1

j∏
m=1

γm

, (S8)

where γm = T−m/T
+
m , sometimes known as the evolutionary drift.

For the BD and DB processes we have, respectively,

γBD
m (r, d) = N −m

mr

H(w)(d)
H(m)(d)

,

γDB
m (r, d) = md

N −m
H(m)(r)
H(w)(r)

. (S9)

We note that γBD
m (r, d) =

[
γDB

m (d, r)
]−1.

Substituting Eqs. (S9) into Eq. (S8) yields the fixation probability for the two types of processes:

φBD (r, d) = 1

1 +
N−1∑
j=1

j∏
m=1

N−m
mr

H(w)(d)
H(m)(d)

(S10)

φDB (d, r) = 1

1 +
N−1∑
j=1

j∏
m=1

md
N−m

H(m)(r)
H(w)(r)

(S11)

These closed-form expressions can readily be evaluated numerically.

For the global processes, there is no selection in the second step of evolutionary events, and so the expressions for
H(m) and H(w) simplify considerably. If followed through, Eqs. (S10) and (S11) can be reduced to

φBD(r, d = 1) = φBd ≡
1− r−1

1− r−N
,

φDB(r = 1, d) = φDb ≡
1− d

1− dN
, (S12)

which are the well-known results for the complete graph2. It is important to note that these equations are for
processes in which selection acts in the first stage of the birth-death or death-birth events. This means that selection
acts globally, and that all N individuals in the population are in competition. The dB process used in the main
text is slightly different. In that model, selection does not act in the first stage of each event, it acts in the second.
Therefore, unless self-replacement is allowed, selection is made among N − 1 individuals even if the interaction graph
is complete (the entire population, except the individual chosen in the first stage). This leads to a slightly different
expression, see e.g. Eq. (1) of the main text, even though both processes have selection only in the birth stage. As
the system size increases, however, the difference between dB and Bd on a complete graph becomes small, and so
the result in Eq. (1) tends to that in the first equation of (S12).

The predictions for the local birth-death and death-birth processes (bD and dB) do not reduce to expressions
as simple as those in Eqs. (S12). This is perhaps to be expected from previous studies of local processes on static
networks, which have shown that the traditional well-mixed theory is only valid for a very narrow set of graphs3.
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S2.3. Approximation in the limit of weak selection

We now proceed to simplify the expressions in Eqs. (S10) and (S11). We will focus on the case of the DB process,
but similar expressions can be obtained for BD upon replacing d by r. We begin by simplifying the expressions for
H(m) and H(w) in Eqs. (S5),

H(m)(d) =
N−1∑
k=1

Pk

k∑
l=0

(
k

l

)(
m− 1
N − 1

)l(
1− m− 1

N − 1

)k−l(
k − l

ld+ k − l

)
,

H(w)(d) =
N−1∑
k=1

Pk

k∑
l=0

(
k

l

)(
m

N − 1

)l(
1− m

N − 1

)k−l(
ld

ld+ k − l

)
. (S13)

Since k−l
ld+k−l = 1− ld

ld+k−l , we only need to compute objects of the type
∑k

l=0
(

k
l

)
xl(1− x)k−l

(
ld

ld+k−l

)
. We expand

in powers of 1− d, and keeping only terms to first order we obtain (after re-arranging terms)

ld

ld+ k − l
= 1 +

(
l

k
− 1
) ∞∑

i=0

(
l

k
(1− d)

)i

= l

k
d+

(
l

k

)2
(1− d) +O

(
(1− d)2

)
. (S14)

Using this approximation we find
k∑

l=0

(
k

l

)
xl (1− x)k−l

(
ld

ld+ k − l

)
=

k∑
l=0

(
k

l

)
xl (1− x)k−l

[
d
l

k
+
(
l

k

)2
(1− d)

]
+O

(
(1− d)2

)
= d x+ (1− d)

(
x

k
+ x2 (k − 1)

k

)
+O

(
(1− d)2

)
= d x+ (1− d)x2 +

(1− d)
(
x− x2)
k

+O
(

(1− d)2
)
. (S15)

The expressions in Eqs. (S13) can therefore be approximated as

H(m)(d) ≈
N−1∑
k=1

Pk

1− d
(
m− 1
N − 1

)
− (1− d)

(
m− 1
N − 1

)2
−

(1− d)
((

m−1
N−1

)
−
(

m−1
N−1

)2
)

k
+ . . .


=
(
N −m
N − 1

)[(N−1∑
k=1

Pk

)
+ (1− d)

(
m− 1
N − 1

)(N−1∑
k=1

Pk
k − 1
k

)]
+O

(
(1− d)2

)
=
(
N −m
N − 1

)
qc

[
1 + (1− d)

(
m− 1
N − 1

)(
1−

〈
1
k

〉
c

)]
+O

(
(1− d)2

)
,

H(w)(d) ≈
N−1∑
k=1

Pk

d( m

N − 1

)
+ (1− d)

(
m

N − 1

)2
+

(1− d)
((

m
N−1

)
−
(

m
N−1

)2
)

k
+ . . .


=
(

m

N − 1

)[(N−1∑
k=1

Pk

)
− (1− d)

(
N −m− 1
N − 1

)(N−1∑
k=1

Pk
k − 1
k

)]
+O

(
(1− d)2

)
=
(

m

N − 1

)
qc

[
1 + (1− d)

(
N −m− 1
N − 1

)(
1−

〈
1
k

〉
c

)]
+O

(
(1− d)2

)
. (S16)

In these expressions we have written

qc ≡
N−1∑
k=1

Pk = 1− P0 (S17)
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for the probability that a randomly chosen individual has at least one neighbour, and〈
1
k

〉
c

≡ 1
qc

N−1∑
k=1

Pk

k
. (S18)

This expression describes the average inverse degree of all nodes with at least one neighbour.
Substituting Eqs. (S16) into Eqs. (S9), and again expanding in powers of d− 1 and r − 1, respectively, yields

γBD (r, d) = 1
r

[
1− (1− d) (1− 〈1/k〉c)

]
+O

(
(1− d)2

)
,

γDB (d, r) = d

[
1

1− (1− r) (1− 〈1/k〉c)

]
+O

(
(1− r)2

)
. (S19)

In contrast with Eqs. (S9), the first-order expressions on the right-hand side are now independent of m. It is therefore
straightforward to evaluate the general expression for the fixation probability of a single mutant [Eq. (S8)]. For the
BD process this leads to

φBD (r, d) = 1

1 +
N−1∑
j=1

j∏
m=1

1
r

[
1− (1− d) (1− 〈1/k〉c)

]

=
1−

(
d+〈1/k〉c(1−d)

r

)
1−

(
d+〈1/k〉c(1−d)

r

)N
, (S20)

where we have neglected contributions of order (1− d)2 and higher.
In the case of the global process (Bd, d = 1), this reduces to Eq. (S12). For the local process (bD) we have r = 1,

and so Eq. (S20) reduces to

φBD (r = 1, d) = φbD = 1− d̃
1− d̃N

, (S21)

with

d̃ = d+ 〈1/k〉c (1− d). (S22)

Similarly, for the DB process we have (disregarding corrections of order (1− r)2 and higher)

φDB (d, r) = 1

1 +
N−1∑
j=1

j∏
m=1

d

(
1

1−(1−r)(1−〈1/k〉c)

)

=
1−

(
d

r+〈1/k〉c(1−r)

)
1−

(
d

r+〈1/k〉c(1−r)

)N
. (S23)

Setting r = 1 recovers the result for the global death-birth process (Db) in Eq. (S12). For the local process (dB) we
have d = 1, and so Eq. (S23) reduces to

φDB (1, r) = φdB = 1− r̃−1

1− r̃−N
, (S24)

with

r̃ = r + 〈1/k〉c (1− r). (S25)

This corresponds to the local death-birth process (dB), and is the focus of the main text [see Eq. (2)].

To test the accuracy of the weak-selection approximation leading to Eq. (S24) we compare its predictions against
that of the full expression of Eq. (S11) in Fig. S1. In the left-most pane, we plot the fixation probability as a function
of the connectivity for different mutant fitnesses. Since the approximation requires weak-selection, deviations are
expected when r is significantly different from one. In the other two panels, we show the fixation probability as a
function of the population size (see also Fig. 5), keeping the connectivity q constant (central panel), or fixing the
average number of neighbours 〈k〉 instead (panel on the right). As can be seen in the figure, the approximation
remains valid for any system size.
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FIG. S1. Test of the weak-selection approximation. The left panel shows the fixation probability as a function of the
connectivity q for different mutant fitnesses. The central and right panel show the fixation probability of a mutant with fitness
r = 1.05 as a function of the population size (q fixed in central panel, average degree 〈k〉 fixed on the right). Continuous
lines show the equations prior to the approximation [Eq. (S11)], and dashed lines show the equations after the approximation
[Eq. (S24)]. As can be seen, the approximation is valid for all system sizes, but is sensitive at large fitnesses.

S2.4. Validity of well-mixed and fast-flow theories for the different evolutionary processes

In this section we comment on the applicability of the conventional well-mixed theory and that of our approach
to the six types of birth-death and death-birth processes briefly discussed in the main text. Two individuals directly
participate in each evolutionary event. The first is chosen from the entire population, and the second from the
neighbours of the first individual. Two particles are ‘neighbours’ when the distance between them is at most R (the
interaction radius). The ordering (birth-death versus death-birth) indicates whether the individual that is chosen
first is removed from the population (death-birth) or whether it reproduces (birth-death). Capital letters in the
acronyms indicate whether selection takes place in each of the two steps, i.e., in BD and DB processes, both steps
involve selection, in Db and Bd only the first step (global selection), and in dB and bD only the second step (local
selection).

S2.4.1. Global processes: Db and Bd
The global processes are obtained by setting r = 1 in a general death-birth process (resulting in Db), or setting

d = 1 in a general birth-death process (resulting in Bd). Our approach for the fast-flow limit then reduces to
the conventional well-mixed theory, and the predictions for the fixation probability of a single mutant are those in
Eqs. (S12). These agree well with simulations, as shown in Fig. S2 (compare crosses and dark purple line). For
simplicity we use d = 1/r; in this case the two equations in Eqs. (S12) are identical.

S2.4.2. Local processes: dB and bD
The local processes are obtained by setting d = 1 in a general death-birth process (resulting in dB), or setting r = 1

in a general birth-death process (resulting in bD). For weak selection, the predictions from our theoretical approach
for the fixation probability of a single mutant is then given by Eq. (S21) for bD, and Eq. (S24) for dB. These are
different from the predictions of the conventional theory for well-mixed systems, Eqs. (S12). The simulation data
(empty squares and circles) in Fig. S2 agree with the predictions of Eqs. (S21, S24), shown as a dashed blue line (for
d = 1/r the predictions of these two equations are indistinguishable on the scale of the graph). The conventional
theory (dark purple line) deviates from the simulation data.

S2.4.3. Selection in both steps: DB and BD
In the DB and BD processes selection takes place in both steps. The predictions of our approach are those of

Eqs. (S20) and (S23) and are shown as a dashed red line in Fig. S2 (for d = 1/r the predictions of the two equations
are again indistinguishable on the scale of the figre). They agree with the simulation results (solid triangles and
pentagons). The predictions of the complete-graph theory for the processes with dual selection is also shown for
comparison (light purple line).
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FIG. S2. Fixation probability as a function of fitness for the different update processes. Continuous thick lines show
the conventional well-mixed theory for processes with dual selection (light purple) or selection in only one step (dark purple).
Dashed lines show the fast-flow theory for dual selection (red), or local selection (blue). We use d = 1/r. The theoretical
predictions for BD and DB are then indistinguishable on the scale of the figure, and similarly for the pairs Bd-Db, and
bD-dB respectively. Simulation results are for the parallel-shear flow, with Da = 0.01, R = 0.1 and N = 100.

S2.5. Times to fixation

Another quantity of interest is the time it takes for a single mutant to reach fixation. This is known as the
conditional time to fixation, and is described in general by4

τ =
N−1∑
j=1

j∑
i=1

φi

T+
i

j∏
m=i+1

γm, (S26)

where φi is the probability of fixation from state i, in turn given by

φi =
1 +

i−1∑
k=1

k∏
l=1

γl

1 +
N−1∑
k=1

k∏
l=1

γl

. (S27)

Using γm as defined in Eqs. (S9), the expression in Eq. (S26) can be written explicitly as

τBD =
N−1∑
j=1

j∑
i=1

1 +
i−1∑
k=1

k∏
l=1

N−l
lr

H(w)(d)
H(m)(d)

1 +
N−1∑
k=1

k∏
l=1

N−l
lr

H(w)(d)
H(m)(d)

∏j
m=i+1

N−m
mr

H(w)(d)
H(m)(d)

ir
ir+N−i ×H(m)(d)

,

τDB =
N−1∑
j=1

j∑
i=1

1 +
i−1∑
k=1

k∏
l=1

ld
N−l

H(m)(r)
H(w)(r)

1 +
N−1∑
k=1

k∏
l=1

ld
N−l

H(m)(r)
H(w)(r)

∏j
m=i+1

md
N−m

H(m)(r)
H(w)(r)

N−i
id+N−i ×H(w)(r)

, (S28)

with H(m) and H(w) defined as in Eqs. (S5). These equations can be readily evaluated numerically.
As with the fixation probabilities, we note that these expressions greatly simplify for the global processes. Since

competition takes place among the whole population, the evolutionary drifts are simply given by γBd
m (r, 1) = 1/r and
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FIG. S3. Fixation time as a function of fitness for the different update processes. Thick continuous lines represent
the fixation times prior to the approximation [Eqs. (S28)]. We use d = 1/r and so db and bd processes overlap. Dashed
lines show the weak selection approximation for birth-death processes, and dash-dotted lines for the death-birth processes
[Eqs. (S30)]. The traditional complete-graph approach overlaps with the global processes. Simulation results are plotted with
circles for birth-death processes, and triangles for death-birth processes, and were obtained using the parallel-shear flow, with
Da = 0.01, R = 0.1 and N = 100.

γDb
m (1, r) = d, which results in conditional times to fixation of

τBd = (N − 1)
qcr (1− r−N )

N−1∑
j=1

j∑
i=1

(ir +N − i)
(
ri−j − r−j

)
i (N − i) ,

τDb = (N − 1)
qc (1− dN )

N−1∑
j=1

j∑
i=1

(id+N − i)
(
dj−i − dj

)
i (N − i) , (S29)

with qc as defined in Eq. (S17). A similar simplification is not possible for the local processes, but we can make use
of the weak selection approximation obtained for the fixation probabilities.

Inserting Eqs. (S16) and (S19) into Eqs. (S28) leads to

τBD = (N − 1)

qcr

[
1−

(
d̃
r

)N
] N−1∑

j=1

j∑
i=1

(ir +N − i)
[(

d̃
r

)j−i

−
(

d̃
r

)j
]

i (N − i)
[
1 + (1−d̃)(i−1)

N−1

] ,

τDB = (N − 1)
qc

[
1−

(
d
r̃

)N
] N−1∑

j=1

j∑
i=1

(id+N − i)
[(

d
r̃

)j−i −
(

d
r̃

)j
]

i (N − i)
[
1 + (1−r̃)(N−i−1)

N−1

] , (S30)

where we used the same notation of r̃ and d̃ as in Eqs. (S25,S22). It is straightforward to see that the equations for
the global processes are recovered by setting d = 1 (therefore d̃ = 1) for the BD process, and r = 1 (therefore r̃ = 1)
for the DB process.

The predictions of Eqs. (S28) and (S30) are compared with simulation results in Fig. S3. The conditional fixation
times before the approximation are shown as filled curves. Note that since we set d = r−1, birth-death and death-birth
processes are indistinguishable in the scale of the graph. The dashed lines represent the weak selection approximation.
Note that d̃ = r̃−1 +O[(r−1)2], and that the last term of the denominator is different for birth-death and death-birth
processes. Therefore, the two update choices do not completely overlap for local and dual selection. For the global
processes the approximation recovers Eqs. (S28), as expected.
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S3. DESCRIPTION OF THE FLOWS

To test our analytic predictions we have used a selection of different flows, as summarised in Fig. 2. These are all
planar flows and, as a consequence, an explicit time dependence is necessary to allow for chaotic motion. Each flow is
defined by a flow field, vx(x, y, t) and vy(x, y, t). We treat the individuals in the population as Lagrangian particles;
their motion is governed by ẋ = vx(x, y, t), ẏ = vy(x, y, t). We write v = (vx, vy)

All flows we have used are periodic v(x, y, t + T ) = v(x, y, t), where T is the period (we use T = 1 throughout).
The only exception is the parallel-shear flow, which additionally involves a phase, randomly chosen at the beginning
of each half period. Details of the flows can be found in the literature5–9. We briefly describe their main features
below.

S3.1. Parallel-Shear

In this flow, particles move in the domain 0 ≤ x, y ≤ 1, with periodic boundary conditions.
For the first half of the period (nT ≤ t < nT +T/2), the particles move horizontally, with a velocity which depends

on their vertical position. Specifically

vx(x, y, t) = Vmax sin (2πyt + φ) ,
vy(x, y, t) = 0. (S31)

The constant pre-factor Vmax sets the overall magnitude of the flow. We use Vmax = 1.4. The phase φ is drawn
randomly from the interval [0, 2π) at the beginning of each half period.

During the second half of each period [nT +T/2 ≤ t < (n+ 1)T ], the particles move vertically, with a velocity that
depends on their horizontal position,

vx(x, y, t) = 0,
vy(x, y, t) = Vmax sin (2πxt + φ) . (S32)

Within each half period the velocity of each particle is constant. In the first half of each period numerical integration
can therefore be carried out using

x(t+ ∆t) = x(t) + ∆t Vmax sin [2πyt + φ] , (S33)

and in a similar way for the second half of each period.
The time step ∆t does not need to be kept small, so long as the end of the half-period is not reached. In practice it

is convenient to first schedule the times at which evolutionary events occur (they occur at fixed intervals, calculated
based on the Damköhler number). At any one time, the time step ∆t can then be chosen as the remaining time until
the next evolutionary event or the end of the next half-period (whichever is shorter). This generates a very efficient
numerical integration scheme.

S3.2. Double-Gyre

The spatial domain is now given by 0 ≤ x ≤ 2 and 0 ≤ y ≤ 1. No particular boundary conditions apply, as particles
cannot leave the domain.

A clock-wise rotating gyre is centred on (0.5, 0.5), and a counter-clock-wise rotating gyre on (1.5, 0.5). Each gyre
rotates the particles in a spiral motion. In the absence of further external driving there is no flow of particles across
the line x = 1. However, if the transport barrier between the two gyres is driven back and forth, particles can move
between the two spirals.

The flow field is given by

vx(x, y, t) = πM sin
[
πa(t)x2 + πb(t)x

]
cos (πy) ,

vy(x, y, t) = πM [2a(t)x+ b(t)] cos
[
πa(t)x2 + πb(t)x

]
sin (πy) , (S34)

where

a(t) = u0 sin 2πt
T
,

b(t) = 1− 2u0 sin 2πt
T
. (S35)
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The parameter M sets the amplitude of the flow around the gyres, and u0 controls the movement of the barrier
between the two gyres. We use M = 1.4 and u0 = 0.4.

We simulate the flow using an Euler scheme, with time step ∆t = 0.001.

S3.3. Blinking Vortex-Vortex

The blinking vortex-vortex flow describes motion around two vortices which are ‘active’ during alternating times.
For the first half of the period the particles rotate around a vortex located at xc = −b, and for the second half of the
period the centre of rotation takes the position xc = b. In the simulations we use b = 0.25.

We first describe the motion of particles around a vortex with fixed centre at (xc, 0). In this case the equations of
motion are9

vx(x, y) = − Γy
x̃+ y2

vy(x, y) = Γx̃
x̃2 + y2 , (S36)

where x̃(t) = x(t)−xc. This motion keeps the distance from the centre of the vortex constant (r2 ≡ x̃2 + y2 = const),
and results in an angular velocity ω = Γ/r2 which is constant for each particle, but which depends on the distance
from the vortex centre. The tangential component of the velocity v is proportional to 1/r. The constant Γ sets the
scale of the flow velocity.

During each half-period (i.e., during rotations about a fixed vortex) the radial distance from the vortex centre
remains constant. The motion is implemented conveniently through application of a rotation matrix,(

x̃(t+ ∆t)
y(t+ ∆t)

)
=
(

cos(∆θ) − sin(∆θ)
sin(∆θ) cos(∆θ)

)(
x̃(t)
y(t)

)
, (S37)

where

∆θ = Γ
x̃2(t) + y2(t)∆t, (S38)

is the rotation angle in time the interval ∆t. As in the parallel-shear flow, there is no requirement to use a small time
step ∆t; it can be chosen as the time until the end of the next half-period or the time until the next evolutionary
event (whichever comes sooner).

Depending on the choice of parameters and the initial conditions, the blinking vortex-vortex flow can either be
chaotic or non-chaotic:

a. Chaotic For Γ & Γc = 0.14 the flow is chaotic5. The simulations for the chaotic case shown in the main text
correspond to Γ ≈ 0.2.

b. Non-Chaotic If Γ is below the critical value, the flow is not chaotic. Instead domains separated by transport
barriers are obtained9. The flow can then not be expected to be well mixing. Simulations shown in the main text
correspond to Γ ≈ 0.01.

Initially we place all particles in the region −0.24 ≤ x, y ≤ 0.24. The domain in which the particles move is in
principle not bounded. However, at long times all particles in our simulations are found within a fixed bounded area.

S3.4. Blinking Vortex-Sink

This flow is very similar to the blinking vortex-vortex flow, but one of the vortices is replaced by a sink. When
the sink is active particles are attracted towards its centre, and there is no angular motion. Specifically, in polar
coordinates this is of the form

θ̇ = 0,
ṙ = m

2πr , (S39)

where r is the distance from the sink. This translates into d
dtr

2 = m/π.
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The position of the particles is updated in the same way as in the blinking vortex-vortex flow for the first half of
the period. When the sink is active (second half of each period), the numerical scheme involves resizing the radial
distance from the sink by a factor λ. We write x̃(t) = x(t)− xs, where xs is the location of the sink. We then have

x̃(t+ ∆t) = λx̃(t)
y(t+ ∆t) = λy(t). (S40)

The scale factor is

λ =

√
1− ∆tm

π (x̃2(t) + y2(t)) , (S41)

if ∆t m ≤ π
[
x̃2(t) + y2(t)

]
, and λ = 0 otherwise. The time step does not necessarily need to be small; it can be

chosen in the same way as in the parallel-shear and blinking vortex-vortex flows.
The parameter m is the ‘pull’ strength of the sink. If m is very large, every node will be inevitably pulled to the

sink during the half period in which the sink is active. The entire population will then be concentrated at (xs, 0). For
sufficiently small m, more interesting dynamics are obtained. In our simulations we use m = 0.03 and xs = 0.25.

As in the Blinking Vortex-Vortex flow, the domain in which the particles move is not bounded. However, we find
that the stationary density is restricted to a finite area.
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