
  

Supplementary Table S 1 

Layer Kernel size Kernels Stride Output size 
Input      3 x 64 x 64 
Conv 1a 3x3 16 1 16 x 62 x 62 
Conv 1b 2x2 16 2 16 x 31 x 31 
Conv 2a 3x3 16 1 16 x 29 x 29 
Conv 2b 3x3 16 2 16 x 14 x 14 
Conv 3a 3x3 16 1 16 x 12 x 12 
Conv 3b 4x4 16 2 16 x   5 x   5 
Fc-conv 5x5 2 - 2 

Table S 1. Primary neural network architecture. 

The primary network used in this study was adapted from Janowczyk and Madabhushi (1). This 

fully-convolutional architecture is composed of alternating convolutional, batch normalization (2), 

and Rectified Linear Unit (ReLU) activation layers (3, 4). The network has approximately 13,500 

learnable parameters. 
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