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Appendix A: Standard Posterior Computation Algorithm

We provide the details of the standard posterior computation algorithm in Section 2.3 which is
implemented via a Gibbs sampler. The joint posterior distribution of all the parameters given the
data is
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where 1 = (1,72) and § = (&1, &2).
In the Gibbs sampler, the sampling schemes are as follows.

Sampling scheme for z: fori = 1,... n, draw
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where N 4(11, 2) denote a normal distribution with mean p and covariance Y. truncated on region A,
and 1; = S;a — X; {A o B}, where S;, X; are row i for S, X.
Sampling scheme for o: draw
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where 3, = (S'S + 0,%1,) " and fi, = %, (z — X {A 0 3})S.
Sampling scheme for ¢2: draw
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Sampling scheme for c: forr = 1, ..., R, the full conditional of ¢, is given by
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where c_, = (¢, 1" #1).
Sampling scheme for ~: forr =1,..., Randv =1, ..., V,, the full conditional of ~,., is given
by
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where v_,., = (s, 8 # rort # v).

Sampling scheme for 17 and &: the parameters in Ising priors are updated using the auxiliary
variable method by Mgller et al. [1].

Sampling scheme for 3: As discussed in Section 2.3, based on the full conditional, update 3
via a block update.

Appendix B: SRS-MCMC Algorithm

The updating scheme for z*), a*), 3(F) , m and & follows the standard posterior computation
algorithm in Appendix .
Sampling scheme for c*) and ~*)
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e when 1 < k < K, the sampling scheme is stated in Section 3.2 with the full conditional

updates of cgk) and fyﬁ? in the moving step.

e when £ = K, the sampling scheme is stated in Section 3.2 with the full conditional updates

of cgk) and 'yﬁi) in the moving step.

Appendix C: fastSRS-MCMC Algorithm

The updating scheme for z*), (), aé(k)

rithm in Appendix . _
Sampling scheme for c*) ~(*) 3.

, n and & follows the standard posterior computation algo-

e when k = 1, the full conditional of ¢*) follows (8). For the full conditional of (v*), 3*)),
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where X, = (xm,agz)h =1; (h =1 (h)h/ =1).
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e when 1 < k < K, the sampling scheme is stated in Section 3.3.

° when k=K, theNsampling scheme is stated in Section 3.3 with the full conditional updates
of ¢ and (v, B®) in the moving step.
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