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Code and data availability. The code used to compute the
photonic band structures, the charges of the Weyl points,
the irreducible representations of the numerical eigenvectors,
the space group of the structures and the spectra of the ef-
fective Hamiltonians is available on the Zenodo repository
https://doi.org/10.5281/zenodo.1182581. The code used to com-
pute the dispersive photonic, elastic and acoustic band struc-
tures can be obtained on request.

Determination of the space groups. Computing a space group
is generally tedious and error prone. To automatize the proce-
dure, we reduce the structure to a set of points having the same
space group, which can be processed by the open-source library
spglib (1). Following Schoen (2), we consider the skeletal graph
associated to a (single) gyroid surface, which can be thought as
the limit of an infinitely contracted gyroid (see figure 1). To be
concrete, this skeletal graph Γ+ has three-coordinated vertices
located at each of the 8 Wyckoff positions with label “a” of
the space group I4132 (IUC 214) ([ee e.g. (3) or (4)], which
correspond to the global maxima of the function g defining the
isosurface in paragraph Self-assembling inversion-asymmetric
gyroids of the main text. The enantiomeric partner Γ− of this
skeletal graph is obtained by space inversion with respect to
the point (1/2, 1/2, 1/2). While a single of such skeletal graphs
describes, from the point of view of space group symmetry,
the single gyroid structure, their union describes either the
asymmetric double gyroid or the symmetric double gyroid,
depending on whether the points in Γ± are colored differently
or not. The results of the symmetry analysis is summarized in
table 1 and, indeed, reproduce the well-known results about
the single and double gyroid structures. Such a tool becomes
useful when the structure is modified, for example by strain:
applying the strain matrix to the positions of the nodes of
Γ± gives a new skeletal graph. The space group of this graph
(and of the corresponding strained structure) can then be de-
termined in the same way, as exemplified for the shear strain
defined in the main text in table 1. Similarly, the presence of
air spheres such as in references (5–7) can be described from
the point of view of symmetries by the addition of new nodes
in the graph, colored differently from all the other ones.

Determination of the irreducible representations at Γ. The
aim of this section is to compute the representation along
which the numerical eigenvectors transform, and to decompose
it on the basis of irreducible representations. For our analysis
to hold, it is crucial that the three-fold degeneracy at the Γ
point be an essential degeneracy (due to the octahedral sym-
metry), and not an accidental degeneracy which could arise
from a fine tuning of the system parameters. To ensure that it
is indeed the case from the numerical eigenfrequencies is not
straightforward: one has to perturb the system to verify that

Fig. 1. Skeletal graph of a single gyroid. We show two repetitions of a (non-
primitive) cubic cell of a single gyroid, along with the associated skeletal graph (in
black).

the degeneracy is stable, and one has to take into account that
the degeneracy is effectively lifted by numerical errors. A more
reliable way is to study the effect of symmetry operations on
the eigenvectors: the set of g eigenvectors involved in an essen-
tial degeneracy should transform along a single g-dimensional
irreducible representation.

Although the space group Ia3d (IUC 230) of the double
gyroid is nonsymmorphic, the Γ point is not on the Brillouin
zone boundary, and the irreducible representations of the space

structure space group point group at Γ

DG Ia3d (IUC 230) m3m Oh

SG/ADG I4132 (IUC 214) 432 O

strained DG Fddd (IUC 70) mmm D2h

strained SG/ADG F222 (IUC 22) 222 D2

Table 1. Space groups of the relevant structures, without and with shear strain.
Here, DG stands for “double gyroid”, SG for “single gyroid”, and ADG for “asymmetric
double gyroid”. The two last ones share the same symmetry, with and without strain.
The strain considered here is the shear strain described in the main text, for a generic
value 0 < θ < π/4. The Python code used to compute the space groups, based on
the open-source library spglib (1), is available in the Supporting Informations.

1–11

https://doi.org/10.5281/zenodo.1182581


−1 0 1
kx axis

−4

−2

0

2

4

sp
ec

tr
um

[H
(k

)] (a) Oh

−1 0 1
ky axis

−1 0 1
kz axis

−1 0 1
[101] axis

−1 0 1
kx axis

−4

−2

0

2

4

sp
ec

tr
um

[H
(k

)] (b) O

−1 0 1
ky axis

−1 0 1
kz axis

−1 0 1
[101] axis

−1 0 1
kx axis

−4

−2

0

2

4

sp
ec

tr
um

[H
(k

)] (b’) O

−1 0 1
ky axis

−1 0 1
kz axis

−1 0 1
[101] axis

−1 0 1
kx axis

−4

−2

0

2

4

sp
ec

tr
um

[H
(k

)] (c) D4h

−1 0 1
ky axis

−1 0 1
kz axis

−1 0 1
[101] axis

−1 0 1
kx axis

−4

−2

0

2

4

sp
ec

tr
um

[H
(k

)] (d) D4

−1 0 1
ky axis

−1 0 1
kz axis

−1 0 1
[101] axis

Fig. 2. Spectra of the effective Hamiltonians for different symmetries. Spectra of the effective Hamiltonian where the terms from equation 7 of the main text are added to
equation 5 of the main text, for different choices of the parameters, corresponding to different point groups at Γ. The spectrum is plotted along the axes which locally correspond
to the lines Γ−H′, Γ−N ′, Γ− P , etc. in the full-wave band structure. (a) The full octahedral symmetry with inversion is present. (b) Inversion symmetry breaking alone
[which is exaggerated in (b’) for clarity] does modify the relation dispersion, but the three-fold degeneracy at Γ is still present, and the spectrum is still highly symmetric. (c)
When inversion is preserved, but that the octahedral group is reduced down to D4h (or D2h), a nodal line opens from the Γ point. (d) This nodal line is split into Weyl points
when inversion symmetry is removed, so the point group is D4 (or D2)
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group of the wavevector Γ can be obtained from the corre-
sponding point group∗, which is isomorphic to Oh. (For more
details on the theory of space groups and their representations,
we refer the reader to (8–13).)

We first determine the matrix elements of symmetry op-
erations of the space group G Γ of the wavevector Γ in the
invariant subspace generated by the set of (orthogonal) de-
generate eigenvectors ψi(Γ), with i = 1, . . . , g, namely by
computing

[(W,w)]ij = 〈ψi(Γ) | (W,w)ψj(Γ)〉 . [1]

Here, (W,w) ∈ G are elements of the space group in Seitz
notation, composed of a rotation part described by an operator
W ∈ O(d) (note that the matrix representing W is only
guaranteed to be orthogonal in a orthonormal basis) and a
translation part t ∈ Rd. They compose as (W1, w1)·(W2, w2) =
(W1W2,W1w2+w1), with inverse (W,w)−1 = (W−1,−W−1w).
The action of the space group on Euclidean points x ∈ Ed is
defined by (W,w) · x = Wx+ w. This action on the physical
space induces an action on scalar functions on this space,
defined by [(W,w)φ](x) = φ((W,w)−1x). The action on a
vector field E requires to also rotate the components of the
vector, and reads

[(W,w)E ](x) = WE((W,w)−1x). [2]

In practice, the numerical eigenvectors are obtained as ar-
rays of vectors, representing their amplitude in the discretized
primitive unit cell. To compute the rotated eigenvectors, we
first linearly interpolate this numerical data with the algorithm
of reference (14) as implemented in scipy (15), and change the
coordinate system into the standard conventional cell. The
symmetry operations can be directly extracted from the ITA
(3), or e.g. from the Bilbao crystallographic server (4). For
each class of symmetries, a representative is applied to the
interpolated function through the action defined in equation
Eq. (2). The (normalized) overlap is then computed on a
discretized grid covering the standard conventional cell. The
determinant, trace, etc. of the numerical estimates of the g×g
overlap matrices [(W,w)] can then be computed. Our Python
implementation is available in the Supporting Materials.

The matrices [(W,w)] should be unitary. When they are not,
the subspace generated by the set of degenerate eigenvectors
is actually not left invariant by the action of the symmetries
(this may happen e.g. when one eigenvector is singled out of a
set of several degenerate eigenvectors). When they are, one
can determine which representation ∆ they form. To do so,
one has to compute the character χ∆ of the representation,
i.e. the data of the traces of the overlap matrices for all
symmetry operations. As the characters are class functions, it
is sufficient to compute the trace of one representative of each
symmetry class. Given the characters χΓ or the irreducible
representations Γ of the group G (obtained from its character
table; here G ' Oh, see table 2), the representation ∆ is
decomposed by applying the standard Schur reduction formula

〈χΓ, χ∆〉 = 1
|G|
∑
g∈G

χΓ(g)χ∆(g) [3]

∗The point group of a wavevector G
k

(also called little co-group at k) is the subgroup of the point
group G associated to the space group G of elements which let k invariant (up to reciprocal lattice
vectors). A different (yet related) object is the space group of a wavevector G k (also called little
group at k), which is the subgroup of the space group of elements whose rotation part leaves k
invariant.

where |G| is the order of the group, giving the coefficient
〈χΓ, χ∆〉 or the irreducible representation Γ in the decomposi-
tion of the possibly reducible representation ∆. It is convenient
to express this coefficient as the sum on the symmetry classes
[g] of the group

〈χΓ, χ∆〉
1
|G|
∑
[g]

n[g]χΓ([g])χ∆([g]) [4]

where n[g] is the multiplicity of the class.

m3m 1 2 3 4 2′ 1 m 3 4 m′

mult. 1 3 8 6 6 1 3 8 6 6

A1g 1 1 1 1 1 1 1 1 1 1
A2g 1 1 1 −1 −1 1 1 1 −1 −1
Eg 2 2 −1 0 0 2 2 −1 0 0
T1g 3 −1 0 1 −1 3 −1 0 1 −1
T2g 3 −1 0 −1 1 3 −1 0 −1 1
A1u 1 1 1 1 1 −1 −1 −1 −1 −1
A2u 1 1 1 −1 −1 −1 −1 −1 1 1
Eu 2 2 −1 0 0 −2 −2 1 0 0
T1u 3 −1 0 1 −1 −3 1 0 −1 1
T2u 3 −1 0 −1 1 −3 1 0 1 −1

Table 2. Character table of the octahedral group. Character table of the full
octahedral group Oh (m3m). Adapted from (16) and (4).

Photonic double gyroid. For the three-fold degenerate set com-
posed of the 3rd, 4th, and 5th bands†, we find that the electric
fields transform along the irreducible representation T1g, which
is indeed three-dimensional. Similarly, for 6th band it trans-
forms along the one-dimensional irreducible representation A2g,
while for 7th band it transforms along the one-dimensional
irreducible representation A2u, etc. As the magnetic field
field is a pseudo-vector, it transforms in a different way (17).
We can consider the same action Eq. (2) of the space group
than for vector field, and one finds that the magnetic fields
transform respectively along T1u, A2g, and A2u. Equivalently,
we can modify the action of the space group for pseudo-vector
fields as [(W,w)H](x) = det(W )WH((W,w)−1x) (this sim-
ply changes the sign of the transformed field for all improper
transformations), in which case the electric and magnetic field
transform along the same irreducible representations.

Dispersive photonic double gyroid. In the dispersive photonic
case, the three-fold degeneracy of interest (at ω/ω0 = 0.57) has
electric field transforming according to the three-dimensional
irreducible representation T1u. Interestingly, there are also
two sets of three-fold degenerate bands above, at ω/ω0 = 0.87
and ω/ω0 = 0.92, which respectively transform as T2u and T2g.
The electric field for the next bands transforms according to
Eg, A2u, etc. As in the photonic case, we do not consider the
zero-frequency zero-momentum eigenvectors, and the behavior
of the magnetic field can be obtained from the behavior of the
electric field.

†We do not consider the 1st and the 2nd bands: this analysis is not meaningful for the zero-
frequency zero-momentum eigenvectors, as the point (k, ω) = (0, 0) is singular. Indeed, any
uniform field is a solution at this point, while when k 6= 0, only two independent uniform transverse
waves are solutions.
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Phononic double gyroid. In the phononic double gyroid, we con-
sider the transformation properties of the displacement fields
(see the paragraph Phononic band structures of the section
Numerical computation of the band structures of the Support-
ing Materials), at the center of the Brillouin zone. The three
zero-frequency eigenvectors transform according to T1u (as
expected, the family of Cartesian coordinates (x, y, z) trans-
forming according to T1u). At the three-fold degeneracy at
ω/ω0 ' 0.95, the eigenvectors transform according to the three-
dimensional irreducible representation T1u, confirming that
there is an essential degeneracy. The next two bands transform
respectively according to A2g and A2u. Near ω/ω0 ' 1.6, there
is a surprising feature in the band structure, which resembles
a double Dirac cone. While such a feature calls for a more
detailed investigation, it outside of the scope of this paper.
The six degenerate eigenvectors involved seem to transform
according to T1g ⊕ T1u.

Effective Hamiltonians from the method of invariants. Here,
the method of invariants (18–22) allows (i) to describe the
neighborhood of the three-fold degeneracy involving the 3rd,
4th, and 5th bands of the band structure of the symmetric
double gyroid, and (ii) to determine the qualitative effects
of symmetry-breaking perturbations of this structure on the
frequency bands. The first step consists in determining to
which irreducible representation Γ the eigenstates correspond-
ing to the three degenerate bands belong, and to compute the
irreducible representation decomposition of Γ× Γ∗. Here, we
can skip half of this step (which is however performed in the
paragraph Determination of the irreducible representations
at Γ of the SI to ensure that the representation is irreducible)
as all three-dimensional IR of octahedral group Oh have the
same IR decomposition Γ × Γ∗ ' A1g + Eg + T1g + T2g =
DX (Γ has to be three-dimensional as the degeneracy is
three-fold). A set of basis matrices X for the (3 × 3)-
dimensional representation DX can be chosen as the matrices
(Id, Lx, Ly, Lz, {Lx, Ly}, {Ly, Lz}, {Lz, Lx},Λ,Λ†) defined in
the main text, and are arranged by irreducible representation
in table 4, along with irreducible polynomials in ki up to third
order. The next step is to combine the basis matrices Xγ,µ

with the irreducible polynomials Kλ,µ to form invariants, as
formulated in equation 4 of the main text. For example, for
Γ12 = Eg, basis matrices are X12,1 = Λ, X12,2 = Λ†, while
irreducible polynomials up to second order are K12,1 = K and
K12,2 = K. Hence, the invariant corresponding to the IR Γ12
at second order in q is∑

µ=1,2

X(12,µ)K(12,µ) = KΛ +KΛ†. [5]

The effective Hamiltonian of equation 4 of the main text is
obtained by summing all invariants with coefficient such as
a

(N)
γ (where N keeps track of the order in q), which depend

on the details of the system: the symmetry analysis only
determines that this coefficient is possibly (and generically)
nonzero. In the case of the octahedral group, we obtain the
Luttinger Hamiltonian (18) reproduced in equation 5 of the
main text.

When the symmetry is lowered, the point group at the
relevant k-point (here Γ) is reduced to a subgroup. As such,
there are fewer constraints, and new combinations of the same
irreducible polynomials and basis matrices are allowed in the

effective Hamiltonian (because they are now invariant with
respect to the reduced set of symmetries). To find which new
terms are allowed, it is convenient to use subduction tables
(as in table 3) which relate irreducible representations of a
group to the ones of its subgroups. Note that when the descent
in symmetry is not trivial (the IRs are not one-dimensional
and/or the IR correspondence is not one-to-one), all such
combinations may not be invariant, and should either be
deduced from the irreducible polynomials and basis matrices
of the subgroup, or constrained by direct computation. This
procedure yields the new terms in equation 7 of the main
text for the group D2 (for the group D2h, which is a direct
product of D2 with the group containing only the identity and
inversion, one only has to add the additional constraint γi = 0
due to inversion). Slices of typical spectra of the unperturbed
(Oh-symmetric) and of the perturbed (D2h-symmetric and
D2-symmetric) effective Hamiltonians are shown in figure 2.

Oh O D2h D2

A1g A1 Ag A
A2u A2 Au A
Eg E 2Ag 2A
T1g T1 B1g + B2g + B3g B1 + B2 + B3
T2g T2 B1g + B2g + B3g B1 + B2 + B3
T1u T1 B1u + B2u + B3u B1 + B2 + B3
T2u T2 B1u + B2u + B3u B1 + B2 + B3

Table 3. Descent of symmetry from the octahedral group. Partial subduction
tables fromOh toO,D2h andD2. Only the relevant IR are included. The subduction
from Oh to O or from D2h to D2 simply consists in dropping the gerade/ungerade
indices. Adapted from (16).

It may be reassuring to directly check that the effective
Hamiltonian is actually invariant under Oh. It is easy to
do so given the representations of the symmetry elements.
A set of generators for Oh is provided by the rotations
Cz4 ≡ 4+

001 and Cxyz3 ≡ 3+
111 and inversion i ≡ 1 (23),

which are here represented by matrices D(Cz4 ) = e−i(2π/4)Lz ,
D(Cxyz3 ) = e−i(2π/3)(Lx+Ly+Lz)/

√
3 and D(i) = −Id3. With

Luttinger’s choice of basis matrices, which we follow, time-
reversal is represented by complex conjugation alone (remind
that while the unitary matrix representing a unitary operator
transforms as O 7→ UOU−1 through a change of basis, the
unitary matrix A representing an antiunitary operator trans-
forms A 7→ UA U

−1 through the same change of basis), and
the Luttinger Hamiltonian is indeed time-reversal invariant.

Numerical computation of the band structures. Full-wave
computations of the photonic band structures were performed
with the open-source package MPB, which determines the
fully-vectorial eigenmodes of Maxwell equations with periodic
boundary conditions (24). The corresponding control files are
available as Supporting Material. To compute the full-wave
acoustic, phononic, and dispersive photonic band structures,
we developed an efficient finite-difference frequency-domain
code based on the parallel Arnoldi package ARPACK (25).
This code has been validated in previous studies (26–28), where
more details on the implementation can be found.

A technical difficulty comes from the existence of unavoid-
able discretization artifacts in a BCC FFT grid (29, 30) (in-
terestingly, this issue was identified in photonic crystals based
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Sc. (22) Bi. dim. even w.r.t time-reversal odd w.r.t time-reversal

A1g Γ1 Γ+
1 1 k2, Id –

A2u Γ2′ Γ−2 1 – kxkykz

Eg Γ12 Γ+
3 2 (K, K) –

(Λ, Λ†) –
T1g Γ15′ Γ+

4 3 – (Lx, Ly , Lz)
– ([kx, ky ], [ky , kz ], [kz , kx])

T2g Γ25′ Γ+
5 3 ({kx, ky}, {ky , kz}, {kz , kx}) –

({Lx, Ly}, {Ly , Lz}, {Lz , Lx}) –
T1u Γ15 Γ−4 3 – (kx, ky , kz)

– (k3
x, k3

y , k3
z)

– (kx(k2
y + k2

z), ky(k2
z + k2

x), kz(k2
x + k2

y))
T2u Γ25 Γ−5 3 – (kx(k2

y − k2
z), ky(k2

z − k2
x), kz(k2

x − k2
y))

Table 4. Basis matrices and irreducible polynomials for the octahedral group. Various notations coexist for the RI: Sc. is the Schoenflies notation, Bi. comes from the
Bilbao crystallographic server, and another comes from (22). The curly brackets correspond to symmetric products {A,B} = (AB +BA)/2, while the square brackets are
anticommutators [A,B] = AB − BA. Note that without a magnetic field, the anticommutators of the momentum components like [kx, ky ] identically vanish, and should not
be considered. Adapted from (22), with elements from (16).
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Fig. 3. Effect of symmetry-breaking numerical errors. In the structure with asymmetry, but without strain (so the point group at Γ is O) We expect that a three-fold
degeneracy at Γ should be observed when no strain is applied (whether asymmetry is present or not, see figure 2, (a), (b) and (b’)). In the numerical computations however, we
observe that even for θ = 0 (no strain) this degeneracy is lifted by numerical errors. Indeed, the degeneracy is (slowly) recovered when the resolution is increased. Here,
parameters are εA = 17, εB = 15, tA = 1.0, tB = 1.2, and the band structure is computed on a on a (n× 3)3 grid with (a) n = 36, (b) n = 64, (c) n = 128.

Fruchart et al. 5



0.0 0.2 0.4
δt ≡ |tB − tA|

0

5

10

∆
ω

Γ
P

45
/
ω

0
×

10
3

0.0 0.2 0.4
δt ≡ |tB − tA|

0.0

0.2

0.4

0.6

ŵ
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Fig. 4. Effect of the thickness asymmetry. Here, the value of the strain angle is
fixed to θ = 0.3 (as in figure 5B of the main text), and there is no assymmetry in the
dielectric constants. See figure 5B of the main text for further comments.

on interwoven gyroid nets). This artificial reduction of the
symmetry is most noticeable at high-symmetry points (here
the Γ point), where a small gap appears between bands which
should be degenerate. Here, the effect of the discretization
error is equivalent to a spurious small strain, which (slowly)
vanishes when the discretization grid is refined (see figure
3 for an example in the case of a photonic band structure).
Numerical errors due to the finite grid size are also present
far from symmetry points. Even if their effect there is only
qualitative and comparatively small, they however constitute
the principal source of uncertainty on quantities extracted
from the simulations.

Photonic band structures. Starting from Maxwell equations (see
main text), a second-order differential equation on the mag-
netic field only can be obtained (31). After a Fourier transform,
it leads to the eigenvalue problem (31)

ω2

c2
H̃ = εijkεk`m(ikj + ∂j)

[
1
ε(r) (ik` + ∂`)

[
H̃
]]

[6]

in Bloch space, where H̃(k, r) is periodic with respect to
Bravais lattice translations. This equation is then solved by
the MPB package, and we refer to (24) for more details.

Phononic band structures. The elastic wave equation for an
isotropic medium reads (32)

ρ
∂2ui
∂t2

= ∂j
[
ρc2t∂jui + ∂iuj

]
+ ∂i

[
ρ(c2` − 2c2t )∂juj

]
[7]

where ui is the ith Cartesian component of the displacement
field u, ∂j = ∂/∂xj , ρ is the medium density, and c` and ct are
respectively the longitudinal and transverse speeds of sound

in the medium. After a Fourier transform, equation Eq. (7)
becomes

ω2ũi = −1/ρ (∂j + ikj)
[
ρc2t (∂j + ikj) [ũi] + (∂i + iki) [ũj ]

]
−1/ρ (∂i + iki)

[
ρ(c2` − 2c2t )(∂j + ikj) [ũj ]

]
.

[8]

where ũ(x) is spatially periodic with respect to the Bravais
lattice translation. Written in this way, the wave equation is
an eigenvalue problem, which can be solved numerically by
our finite-difference frequency-domain code by discretizing the
unit cell. The solutions of the original wave equation Eq. (7)
are recovered as u(x, t) = ũ(x) exp [i(k · x− ωt)].

Dispersive photonic band structures. The dispersive photonic
band structures are computed from the formulation of Maxwell
equations for dispersive materials as an eigenvalue problem
of reference (33), which essentially consists in introducing
auxiliary polarization and polarization velocity fields for each
Lorentz pole of the permittivity, which describe the dynamics
of the corresponding local mechanical oscillators. The dynam-
ics of all coupled fields is then a standard eigenvalue problem.
The metallic double gyroid is modeled as a Drude metal,
whose frequency-dependent dielectric function is described by
a Lorentz pole as

ε(ω) = ε∞

(
1 +

ω2
p

ω2
0 − ω2 + iωΓ

)
[9]

where ωp is the plasma pulsation of the metal, and Γ a loss
coefficient. In the numerical simulations, the characteristic
frequency of the pole is set to ω0 = 0, and ε∞ = 1.

Acoustic band structures. The acoustic band structures are com-
puted in the same way as phononic band structures, but here
the dynamics is governed by the Helmholtz equation

ρ∂i

(
1
ρ
∂ip

)
= ω2

c2`
p, [10]

which is, again, Fourier transformed to take into account the
translational invariance, and cast into a matrix eigenvalue
problem by discretizing the unit cell.

Numerical computation of charges of the Weyl points. We
computed the charges of the Weyl points from the numer-
ical Bloch eigenvectors obtained through MPB. To do so, the
Bloch eigenvectors were computed on a grid discretizing the
surface of a small cube surrounding each Weyl point in the
three-dimensional Brillouin zone. On the two-dimensional sur-
face of the cube, a gap separates the two bands involved in the
Weyl degeneracy. The charge of the Weyl point can then be
related to the first Chern number of the bottom band limited
to this surface (they are equal up to a sign), which can in turn
be computed from its Berry curvature, defined in terms of the
eigenvectors (see below for more details). Numerically, it is
convenient to use the gauge-invariant method inspired from
lattice gauge theory (34–36) and demonstrated in the context
of topological insulators by Fukui, Hatsugai and Suzuki (37)
[see also (38–41)]. We implemented this method in Python
(the source code is available as Supporting Material). For
the convenience of the reader, we review the method in the
following.
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The topological charge of a Weyl point can be expressed‡

as the opposite of the first Chern number of the band below
the gap (the valence band), so the singularity described by the
Hamiltonian qi vij σj has a charge sgndet(v). The first Chern
number of an orthogonal projector family k 7→ P (k) defined on
a two-dimensional manifold M can be expressed the normal-
ized integral of the (trace of the) Berry curvature associated
to the projected connection ∇P = Pd on M , namely

C1(P ) = i
2π

∫
M

tr [PdP ∧ dP ] . [11]

Associated with the projected connection ∇P is a local con-
nection form A such that, locally, ∇P s = (d + A)s for any
section s (given a local frame (ei(k))i, the components of the
connection form may be computed as Aij = 〈ei,∇P ej〉). The
curvature form F = PdP ∧ dP is related to the connection
form through F = dA+A ∧A. The first Chern number only
involves the trace F = trF of the curvature form, which can
be expressed as F = dA in terms of the trace A = trA of
the connection form. The key feature of a connection is to
define a parallel transport, where parallel transported sections
satisfy ∇P s ≡ (d +A)s = 0. Given an initial condition s(0)
and a path C on the base manifold, this differential equa-
tion defines a unitary “evolution operator” UC (t), such that
s(t) = UC (t)s(0) is parallel transported along C , which can
be expressed as the path-ordered exponential

UC (t) = P exp
(
−
∫

C

A
)
. [12]

Its trace WC (t) = trUC (t) is called a Wilson line, and when
the path C is closed, the Wilson loop WC (1) is gauge invariant.

Here, we only need to consider a situation where the fre-
quency band of interest is only composed of one eigenvector at
each k point (or in other words, the vector bundle of interest
is of rank one)§. Let us denote by ψ(k) the eigenvector corre-
sponding to the frequency band of interest, corresponding to
the orthogonal projector family P = |ψ〉 〈ψ|. The connection
form is then A = 〈ψ|Pdψ〉 = 〈ψ|∂kψ〉dk, and the curvature
form is F = dA. (While ψ and A are only defined locally, P
and F are defined globally.)

To evaluate the first Chern number Eq. (11), one has to
resort to numerical diagonalization algorithms, which only
determine eigenvectors at each wavevector up to an arbitrary
and uncontrollable phase. To overcome this arbitrary phase,
discretization should be performed in a gauge-invariant way.
First, the manifold M is discretized into a polygon mesh M̃ .
As the curvature F is gauge invariant, so is its integral over
any surface. Hence, for a sufficiently fine mesh, the integral
Eq. (11) is well-approximated by the sum of integrals

C1(P ) ≈ i
2π
∑
p∈M̃

∫
p

F, [13]

where the sum runs on all polygons p of the mesh M̃ . Each
surface integral can be transformed into a line integral on its

‡This expression turns out to be more general than the expression in terms of the velocity matrix,
as it also works for so-called multi-Weyl points. As such, it should be adopted as the definition of
the charge of a Weyl point, while the expression sgn det(v) should be viewed as a consequence
of this definition in a particular case.

§ It is worth mentioning that the method can also be used in the non-Abelian case (36, 37, 41).

boundary through Stokes theorem, as∫
p

F =
∫
∂p

A =
∑
e⊂p

∫
e

A [14]

where e ⊂ p are the edges of the polygon p. As the connection
is defined as

A(k) = lim
q→0

1
q
〈ψ(k)|ψ(k + q)− ψ(k)〉 [15]

it can also be expressed as

A(k) = ∂

∂q

[
log 〈ψ(k)|ψ(k + q)〉
|〈ψ(k)|ψ(k + q)〉|

]
. [16]

This expression is particularly useful as it allows to approxi-
mate the line integral of A over a small line as the logarithm
of a discretized Wilson line. In turn, the line integral on a
closed curve will be approximated as a discrete Wilson loop.
An edge e = [v1, v2] is a segment going from the vertex v1 to
the vertex v2 (which obviously depend on e!), so its boundary
is ∂e = [v2] − [v1]. The integral over such an edge is then
approximated as ∫

e≡[v1,v2]

A ≈ log 〈ψ(v1)|ψ(v2)〉
|〈ψ(v1)|ψ(v2)〉| . [17]

This expression is indeed not gauge invariant. However, the
integral over the closed path ∂p can be written as∫

∂p

A = log

 ∏
e≡[v1,v2]⊂p

〈ψ(v1)|ψ(v2)〉
|〈ψ(v1)|ψ(v2)〉|

 . [18]

As the ∂p is a closed loop, all vertices appear exactly two
times in this product (one as a bra, one as a ket), which gets
rid of all arbitrary phases. For example, if p = [k1, k2, k3] is a
triangle, then Eq. (18) becomes

log
[
〈ψ(k1)|ψ(k2)〉
|〈ψ(k1)|ψ(k2)〉|

〈ψ(k2)|ψ(k3)〉
|〈ψ(k2)|ψ(k3)〉|

〈ψ(k3)|ψ(k1)〉
|〈ψ(k3)|ψ(k1)〉|

]
. [19]

Finally, the first Chern number is expressed as

C1(P ) ≈ i
2π
∑
p∈M̃

log

 ∏
e≡[v1,v2]⊂p

〈ψ(v1)|ψ(v2)〉
|〈ψ(v1)|ψ(v2)〉|

 . [20]

Note that the polygon mesh and its polygons inherit the
orientation of the manifold M , and in turn determine the
orientation of the boundaries ∂p and of the edges e.

Concretely, we find in the case at hand (same parameters
as in figure 4 of the main text, with a (32×3)3 grid for the unit
cell) that the first Chern number of the 4th band on a cube of
length 0.2, centered around the degeneracy on the Γ−H ′, with
faces discretized by 10 × 10 grids, is C1(WΓ−H′ , 4th) = −1.
The same computation for the degeneracy on the Γ−N ′ line
yields C1(WΓ−N′ , 4th) = 1. In other words, the Weyl point on
the Γ −H ′ line has charge +1 while the Weyl point on the
Γ−N ′ line has charge −1.

The uncertainty on the numerically computed Chern num-
bers is hard to evaluate, and even to define. Instead, one
has to ensure that the mesh discretizing the manifold is fine
enough that the absolute value of the discretized Wilson loop
W (p) defined by equation Eq. (18) is smaller that π for all
polygons in the mesh (37), namely maxp |W (p)| < π. Here,
we indeed check that maxp |W (p)| ≈ 0.70 < π (on Γ − H ′)
and maxp |W (p)| ≈ 0.76 < π (on Γ−N ′).
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Additional informations.

Geometry of the structure. As sinusoidal functions are periodic,
the system can be obtained by repeating the cubic cell de-
fined by the unit vectors ux = (1, 0, 0), uy = (0, 1, 0) and
uz = (0, 0, 1). This conventional cell is however not funda-
mental; instead, we use the BCC unit cell defined by lattice
vectors a1 = (−1, 1, 1)/2, a2 = (1,−1, 1)/2, a3 = (1, 1,−1)/2.
Without strain, the first Brillouin zone of both the symmetric
and asymmetric double gyroid structures is a rhombic do-
decahedron (see figure 2 of the main text), whose relevant
high-symmetry points are (in the basis of reciprocal lattice
vectors a∗i such that 〈a∗i , aj〉 = 2πδij), Γ = (0, 0, 0), H ′ =
(1/2, 1/2,−1/2), N ′ = (1/2,−1/2, 0), H = (1/2,−1/2, 1/2),
and P = (3/4,−1/4,−1/4). When strain is applied, the new
lattice vectors are ãi = εai. The first Brillouin zone is de-
formed in a possibly complicated way, as depicted in figure 5.
To make the comparison easier, we used the same k-path for
the strained and unstrained structures, but it should be noted
that while in the case of the shear strain used in the main
text, H ′ and N ′ remain high symmetry points, it is not the
case for H nor P , that leave the first Brillouin zone boundary.
However, the Γ − P line remains in the plane spanned by
Γ −H ′ and Γ −N ′, so the gap on this line is an acceptable
observable to set apart a nodal line from a potential set of
Weyl points from the band structure only.

Uniaxial strain. Another way to deform the structure consists in
applying uniaxial strain ε = diag(1, 1, εzz). In this case, the
space group of the asymmetric double gyroid is I4122 (IUC 98),
and the point group at Γ is 422 (i.e. D4). In this case, all the
discussion concerning the effective Hamiltonian still applies,
with the additional constraints gx = gy, β− = −

√
3β+, δ− =

−
√

3δ+, ζ− = −
√

3ζ+, and Weyl points are also predicted to
appear in this situation.

Allowed values of the parameters. As we start from tA = tB =
t̄ = 1.1, the parameter δt ≡ tB − tA is constrained to |δt| ≤
2(
√

2 − t̄) ≈ 0.62 for the structure to exist (and in practice,
values very close to the limit may not be reachable). Similarly,
the strain angle is constrained to 0 ≤ θ ≤ π/4, and values close
to π/4 are not realistic, and starting from εA = εB = ε̄ = 16,
δε ≡ εB − εA is constrained to |δε| ≤ 2ε̄ = 32.

Additional band structures. The full band structures (starting
at zero frequency) of the unperturbed dispersive photonic,
phononic, and acoustic systems are provided in figures 8, 9
and 10. The full band structure of the photonic system with
different strain angles is provided in figure 7. An interesting
case where a Weyl point is spectrally isolated from the other
bulk bands is shown in figure 12.

1. Togo A (2017) Spglib. Available at https://atztogo.github.io/spglib/.
2. Schoen AH (1970) Infinite periodic minimal surfaces without self-intersections, (NASA Elec-

tronics Research Center), Technical Report NASA-TN-D-5541, C-98.
3. Aroyo MI, ed. (2016) International Tables for Crystallography. (International Union of Crystal-

lography).

4. Aroyo MI, et al. (2006) Bilbao Crystallographic Server: I. Databases and crystallographic
computing programs. Zeitschrift für Kristallographie - Crystalline Materials 221(1).
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Fig. 5. Comparison of the first Brillouin zones of the unstrained and the strained structures. In the strained case (right), the strain angle is θ = 0.3. The point Γ is in
black, H′ is in red, N ′ in blue, H in purple and P in green.
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Fig. 6. Band structure of the unperturbed double gyroid. This is an unzoomed version of figure 4A of the main text.
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Fig. 7. Band structure at different strain angles. The strain angles are θ = 0.3 (left, which is an unzoomed version of figure 4B of the main text) and θ = 0.4 (right). Other
parameters are found in figure 4 of the main text, but the computation is done on a (32× 3)3 grid.
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Fig. 8. Dispersive photonic band structure of the unperturbed double gyroid The figure 6A of the main text is a zoom of this figure. See its caption for details.
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Fig. 9. Phononic band structure of the unperturbed double gyroid The figure 6B of the main text is a zoom of this figure. See its caption for details.
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Fig. 10. Acoustic band structure of the unperturbed double gyroid The figure 6C of the main text is a zoom of this figure. See its caption for details.
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Fig. 11. Weyl points with lower dielectric contrast. It is also possible to obtain Weyl points with an asymmetry only in the gyroids’ thicknesses, here shown with a lower
dielectric contrast 12:1 than in the analysis of the main text and than the one used in figure 4. While the bulk bands overlap then in frequency, Weyl points are still clearly seen
on the Γ−N ′ and Γ−H′ lines. Here, εA = 12, εB = 12, tA = 0.95, tB = 1.25, and θ = 0.3. The band structure is computed on a (32× 4)3 grid.
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Fig. 12. Spectrally isolated Weyl point. We show a zoom on the photonic band structure with slightly different parameters than in figure 4B of the main text. Here, the
frequency overlaps with the bulk bands (e.g. on the Γ−H and H′ − P −H −N ′) are significantly removed. The gray band represents the band width available for the
Weyl points and the (gapped) nodal line. While the Weyl point on Γ−H′ is at the same frequency that the bottom of the purple band onH′ − P , the Weyl point on Γ−N ′ is
not hidden by any bulk band. However, the gap of the gapped nodal line (here on Γ − P ) is very small. This is because the same parameter, the strain angle, is mainly
responsible for the opening of the gap on the nodal line and the up and down motion of the bulk bands away from the nodal line: with a more general strain, a frequency isolated
Weyl point with a strongly gapped nodal line would be achievable. Here, εA = 18.5, εB = 13.5, tA = tB = 1.1, and θ = 0.23. The main band structure is computed on a
(32× 4)3 grid, while the insets are computed on a (128× 4)3 grid, and with a higher resolution in k-space.
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