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Figure A. Computational demand of BadTrIP. Mean computational demand, in
seconds, to run 10> MCMC steps (blue) and to achieve an effective sample size of 200

for the posterior probability (grey) in BadTrIP. Each barplot represents the mean over
10 simulations, and the y axis values of each barplot are seconds. The three rows in the
table represent the number of hosts in the simulated outbreaks (3, 5 or 10) and the two
columns represent different mutation rates (10~5 corresponds to the “base” scenario in
Figure [3| while 1075 corresponds to the “low mutation” scenario in Figure . On top of
each bar is the same running time but represented in minutes (“m”) or hours (“h”).
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Figure B. Inference of transmission in the early 2014 Ebola outbreak in
Sierra Leone, only high-probability transmissions. Transmission events with
posterior probability higher than 5% as inferred by BadTrIP. The notation is as in
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Figure C. Graphical representation of the model parameters and
transmission tree. We again graphically represent three hosts in an outbreak using
black rectangles: H1 infects H2, which in turn infects H3. Time is on the vertical axis,
transmission bottlenecks are represented by blue dots, while sampling events are
represented by black dots. iy 1 and 71 are the introduction and removal times of host
H1, tg is the infection time of host H1, and I is the infector of host H1 (and so on
for the other hosts). There are 3 samples in this scenario, S1 (collected from H1), S2
(collected from H3), and S3 (also collected from H3), so H3 has 2 samples and H2 has
none. For each sample we show the genetic data for the first position of the genome (for
example, G2 1), which consists of 4 natural numbers, the 4 nucleotide counts at that
position and sample (A’s in green, C’s in blue, G’s in yellow, and T’s in red). The
names of model parameters that are inferred in BadTrIP are shown in green, while
names of parameters that are fixed and are considered data are shown in black. The red
line shows the transmission tree (or equivalently population tree). The tips of the tree
are samples, but samples can also be internal nodes of the phylogeny with only one
child. Transmission events correspond either to bifurcation nodes or to internal nodes
with only one child. In this particular case the tree has only one tip, but in general it
can have any number of tips.
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Figure D. Graphical representation of the PoMo matrix E. N is the virtual

population size. We adopt an HKY [1] mutation model, with transition rate x and

transversion rate p. M%J represents the drift rate from count i to j, which is
ML — il — .
rate. The two columns on the left side of the matrices and on the row on top of them

contain the states of the Markov model. Among these, A, C, G and T refer to the states
in the virtual population when all individuals in the population have the same
corresponding nucleotide. Instead ( Ni{,) represents the state when ¢ individuals in the
virtual population have nucleotide I and N — i have nucleotide J. This is a
re-adaptation from the equations in the supplementary material in [2]. Matrix Ep is

obtained from E by setting the mutation rates to 0.
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Figure E. Graphical representation of likelihood calculation. Here we call the
genetic evolution matrix E, and the tree T' (red line). Parameters and graphics on the
left side of the figure are the same as in Figure [C] On the right side, the likelihood
calculation starts at the bottom with the last sample collected, and is stopped when it
reaches the top of the tree (the bottleneck of the transmission event of the index case).
P(Gg,1|K) correspnds to sampling events (black dots in the figure) and represents the
likelihood of state K given the first position of sampled data S (here we only consider
the first position of the genome for simplicity); this can be calculated using equation
P}, represents the likelihood of state K at time ¢ given all data below the considered
node and within its sub-phylogeny. If ¢ is the time of a transmission, ¢+ represents the
time right after (forward in time) the instantaneous transmission bottleneck, and ¢ the
time right before it. e Kl?(2 represent the probability changes due to the transmission
bottleneck (blue dots in the figure). The final likelihood is obtained summing the
likelihoods of all states at the root (time ¢z in this case), each weighted by the prior
probability P(K) of the state (the latter is caculated by assuming equilibrium).
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Figure F. Posterior support for true infector in BadTrIP on simulated data.
A) Mean posterior probability of the true infector of each case (averaged over all cases
and replicates). B) Frequency with which the correct transmission event has higher
than 5% posterior probability. Bars represent percentages (from 0, worst, to 100, best)
for BadTrIP (red), SCOTTTI |3] (yellow) and the shared variants-based clustering (SVC)
approach [4] (blue). On the x axis are different simulation scenarios with the first one,
“base”, being the basic simulation scenario with 10-15 cases per outbreak, about 300-500
SNPs among all hosts, recombination 10 times stronger than mutation, complete
bottleneck (no transmission of within-host genetic variants), read coverage of 40x, PoMo
virtual population size of 15, actual pathogen population size of 1000, and genome size
of 5 kb. All other scenarios are obtained from the base one changing one or two
parameters: in “no recombination” the recombination rate is set to 0; in “high
recombination” the recombination rate is 10 times higher; in “high mutation” the
mutation rate is 10 times higher resulting in 2000-3000 SNPs per outbreak; in “low
mutation” the mutation rate is 10 times lower resulting in 30-50 SNPs per outbreak; in
“very low mutation” the mutation rate is 1000 times lower, resulting in 0-1 SNPs per
outbreak; in “weak bottleneck” at transmission 5 pathogen units from the infector
colonised the infected host, instead of just 1; in “high rec. weak bott.” both the
recombination rate is 10 times higher and the founding population at transmission is
made of 5 pathogen particles; in “high coverage” read coverage in sequencing is 100x
instead of 40x; in “l1x coverage” read coverage in sequencing is 1x instead of 40x; in
“sequencing error” 0.2% of read bases are randomly modified to simulate sequencing
error, coverage is reduced to 20x, and genome size is reduced to 1kb; in “high N” the
PoMo virtual population size is 25 instead of 15.
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