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A Python scripts and functions

Here one finds examples of code programed in python using functions from the ExGUtils package in

order to implement some of the methods discussed in the text.

In listing 1, one finds a quick command line in order to estimate the cutoff point where one expect

to find less than 0.1% of a sample obtained from an ex-Gaussian distribution.

In listing 2, two functions are implemented to evaluate, from a data sample, its KS statistic in relation

to a known ex-Gaussian distribution.

In listing 3, a function is implemented in order to, from a list containing numerical data, evaluate the

probability that a random sample generated from an ex-Gaussian distribution with known parameters,

after being fitted to an ex-Gaussian distribution through the maxLKHD method will have a bigger KS

statistic than the empirical data. In listing 4 the same function is implemented but the fits are done

using the minSQR method.
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Listing 1: Determining a cutoff point.

1 >>> from ExGUtils . uts import ∗

2 >>> exg ppf ( 0 . 9 9 9 , 451 .09 , 47 . 33 , 146 .81 )

3 1472.8468996267395

Listing 2: Functions to calculate the Kolmogorov-Smirnov statistic.

1 def CDF( data ) :

2 x = l i s t ( set ( data ) )

3 x . s o r t ( )

4 y = [ data . count ( e l e ) for e l e in x ]

5 y = [sum( y [ 0 : i i ])+1 for i i in xrange ( len ( y ) ) ]

6 return x , y

7

8 def KS stat ( datas , mu, s ig , tau , to t ) :

9 x , y = CDF( datas )

10 y2 = [ to t ∗ exg cd f ( e l e , mu, s ig , tau ) for e l e in x ]

11 N = len ( y2 )

12 d i f f s = [ abs ( y [ i i ]−y2 [ i i ] ) for i i in xrange (N) ]

13 return max( d i f f s )

Listing 3: Function to find the probability p1 (fitting done with maxLKHD).

1 def p1 ( xi , mu, s ig , tau , reps =1000 , eps =1.e −10):

2 N = len ( x i )

3 xxx = 1 ./ reps

4 KSemp = KS stat ( xi , mu, s ig , tau , N)

5 pval = 0 .

6 kss = [ 0 . for i i in xrange ( reps ) ]

7 for i i in xrange ( reps ) :

8 datas = [ exg rvs (mu, s ig , tau ) for j j in xrange (N) ]

9 nmu, ns ig , ntau = maxLKHD( datas , eps=eps )

10 KSrand = KS stat ( datas , nmu, ns ig , ntau , N)

11 kss [ i i ] = KSrand

12 i f KSrand>KSemp: pval += xxx

13 return pval , s t a t s ( kss )
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Listing 4: Function to find the probability p2 (fitting done with minSQR).

1 def p2 ( xi , mu, s ig , tau , reps =1000 , eps =1.e −10):

2 N = len ( x i )

3 xxx = 1 ./ reps

4 KSemp = KS stat ( xi , mu, s ig , tau , N)

5 pval = 0 .

6 kss = [ 0 . for i i in xrange ( reps ) ]

7 for i i in xrange ( reps ) :

8 datas = [ exg rvs (mu, s ig , tau ) for j j in xrange (N) ]

9 [ x , y ] = histogram ( datas , norm=1);

10 nmu, ns ig , ntau = minSQR(x , y , mu, s ig , tau , eps=eps )

11 KSrand = KS stat ( datas , nmu, ns ig , ntau , N)

12 kss [ i i ] = KSrand

13 i f KSrand>KSemp: pval += xxx

14 return pval , s t a t s ( kss )

B Experimental Datasets

In [1], two groups of 40 individuals each where presented with two different trial tasks comprised of 90

words in each task. From the 90 words, 30 are considered high frequency, 30 low frequency ones and 30

were pseudowords (text similar to a word, but non existing in a dictionary). The task was to distinguish

between the real and the fake words and the response time of each person for each word (or pseudoword)

was recorded.

The two groups were formed one by elder people and the second by young university students.

The data files provided as supplementary material for download contain the recorded times for each

experiment in the different groups (elder for elder people and young for young people), separated

by types of words ( hf for high frequency, lf for low frequency and pseudo for pseudowords) and

experiment set ( yn for a yes/no task and gng for a go/no go task). In the files, each line corresponds

to a single participant. In the files or tables where a tag is not indicated, it means that all data for the

possible tags have been put together. Also note that, in the analysis done in the present manuscript,

in order to have enough statistic, the analysis has not been done in a per participant basis, but all

participants in a same dataset have been pooled together for illustrative proposes only [2].

The data also indicates if the participant made a mistake in a given word by reporting the response

time as negative. In the analysis performed here all negative numbers have been removed from the

datasets.
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