
EM algorithm details

For a pooled sample of reads r with r ∈ 1, ..., N , if we observed which reference hap-
lotypes the reads in our sample originated from, η, and we assumed that conditional on
the frequencies F the query reads are independent, it would be possible to calculate the
maximum likelihood estimate F̂ using the complete data likelihood, which has the form
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In actuality, we observe the reads but the reference haplotypes that they originate from
are unobserved. To estimate F we therefore employ an EM algorithm. Briefly, the E-step
of our procedure can be written
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The M-step directly follows from the form of our likelihood, and the algorithm updates the
estimates of F until convergence according to
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