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Reviewer Comments to Author: 

Thank you for Chiron! I enjoyed reading the paper and using the tool, and I was impressed by its 
accuracy. I think research into basecalling algorithms is very important, as they play such a major role in 
the usefulness of Oxford Nanopore sequencing compared to other platforms. Chiron, and its novel 
neural network structure, should help to push this field forward. 
 
I was happy with the paper overall, but I had two major comments: the speed performance metrics are 
misleading, and there is no data on consensus accuracy. My specific comments are below. 
 
 
 
Speed performance 
 
Your "CPU rate" tests for Albacore and Chiron seem to be using a single thread. It is confusing to include 
these results with the "GPU rate" tests, which presumably use an entire GPU. It would be more realistic 
to compare an entire GPU with an entire CPU, which on most modern systems is at least four threads, 
often eight or more. 
 
In the conclusion, you state that Chiron using a GPU is "faster than current data collection speed". 
However, at 450 bp/sec/pore (the current Nanopore sequencing rate), Chiron would only be able to 
keep up with about three in-strand pores. A MinION run can generate over 5 Gbp of reads, which would 
take over a month to basecall using your quoted GPU rate. 
 
In general, I think you need to be more upfront about the speed performance difference between 
Chiron and Albacore. Your results show that Chiron on a GPU is comparable in speed to Albacore on a 
single CPU thread. However, on a computer with 8 CPU threads and a single GPU, Albacore will be 10 
times faster than Chiron, and if no GPU is available it will be more than 100 times faster. Chiron is 
therefore only a viable alternate to Albacore for small volumes of data. 
 
 
 
Consensus accuracy 
 
In addition to the error rate metrics for basecalled reads, I would like to see error rate metrics for the 



consensus sequences produced by each basecaller's reads. For researchers who work with assembly or 
other high-read-depth analyses, consensus accuracy may be more important than individual-read 
accuracy. 
 
I would suggest using either Racon or Canu to measure consensus accuracy, as they are widely used 
tools in the Nanopore sequencing community. I realise this would only be possible for your bacterial and 
viral read sets, where depth is sufficient for assembly and sequence consensus. 
 
 
 
Minor comments 
 
The abstract says, "the first deep learning model", but then the intro says, "one of the first". These 
comments seem to contradict each other. Can you be clearer?  
 
I am wary about including cloud-based Metrichor results in your comparison, as they aren't replicable. Is 
a version number possible for the Metrichor data? Or if (as seems likely) Metrichor uses similar code to 
Albacore, is there an equivalent Albacore version? At the very least, it would be useful to provide the 
date the reads were basecalled in Metrichor. 
 
The performance comparison section says, "…with Chiron-BS in ??". Was this an issue in my PDF or is 
there missing text? 
 
The read accuracies are shown using fractions (in the table, e.g. 0.1056) and as percentages (in the 
discussion, e.g. 2%). Please use a consistent formulation (my preference would be percentage). 
 
I was confused by this phrase in the table caption: "against three other segmentation-based Nanopore 
basecallers." Albacore v2 is not segmentation-based but is in the table, so I think the caption should 
simply read "against four other Nanopore basecallers." 
 
Which version of Albacore did you use for the speed performance tests? I found v1.1.2 and v2.0.1 to 
have similar speed performance, but it would still be clearer to explicitly state the version. 
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