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The paper proposes and implements a new base caller for ONT 
MinION data called Chiron. The main claim of the paper is that by 
working from raw signal directly, one can avoid potential errors 
in event detection steps. 
 
However, this claim is not very well supported by the results. In 
particular, it seems that the performance of Chiron is very 
similar to other available tools, and in many cases they seem to 
be very similar to e.g. Albacore-1.1 that uses the event 
segmentation. So it does not seem convincingly shown that 
substantial increase in accuracy can gained by removing the event 
segmentation. 
 
Moreover, design of the deep neural network underlying Chiron is 
much more complex than the one used in other currently available 
tools. In consequence, the tool is very slow and on CPU (even if 
parallelized) it would be very difficult to use. When using a 
high-end GPU card, Chiron can process ~1600bp per second. By a 
conservative estimate, a MinION run produces over 30000bp per 
second, so one would need approx. 19 of these GPU cards to keep 
up with the speed of sequencing (ONT Albacore would need about 10 
CPU cores to process such run on-line according to the authors' 
measurements, which is a much more realistic 
setting). Consequently, Chiron cannot be considered a practical 
tool. 
 
One interesting point of the paper is that they only used a 
limited amount of data for training and the network seems to 
generalize well. It would be interesting to explore this 
issue. Would using significantly more data lead to a 
significantly better accuracy? Is the use of training data more 
efficient than in the case of other available tools? 
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