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Appendix Figure S1. Details of the experimental design.

A. Plasmid design. The inserted gene on the plasmid is a truncated version of the HSF1 gene, referred to as
ATAD HSF1. The truncation is introduced following amino acid 493 and the constructs thereby include
an N-terminal transactivation domain (N-TAD) necessary for survival at 30°C, a DNA-binding domain
with a helix-turn-helix fold (HTH) followed by a trimerisation domain that is involved in trimer
formation, thereby increasing its binding affinity for DNA. In this respect, the ATAD HSF1 differs to
the wild type only in that it misses the C-terminal transactivation domain (C-TAD) and the conserved
element (CE2). The latter has been associated with repression of the activation capacity of the C-TAD’.
Some portion of a flexible region linking the C-terminus to the rest of the protein was also removed.

B. Yeast cells with ATAD HSF1 can survive under normal growth conditions, but are eradicated upon heat
shock. Hence HSF1’s C-TAD is an essential portion of the protein to survive heat shock.

C. Adapting IDR-Screen to discover and learn the properties of sequences that function as TADs. To
provide the possibility to rescue the high temperature growth phenotype, a set of restriction enzyme (RE)
sites was introduced right at the truncation point (amino acid 493) in order to provide an integration site
for a library of DNA fragments that can code for peptides, substituting the wild type C-TAD.
Furthermore, native promoter was used in order to keep the expression of ATAD HSFI1 near native
levels. The plasmid contains standard features to enable genetic manipulation. The plasmid contains a
positive selection marker (TRP1), which was used to ensure plasmid uptake. The plasmid contains a
centromeric sequence (CEN6), which ensures that every transformed yeast cell will have a single copy
of the plasmid, or at least have it at low copy number. At the 3’ end of the construct, we inserted a Triple
Stop Codon to ensure that translation would stop in case there are no stop codons in the variant
sequence. The frame of translation for the majority of 60-mers was used to set the first of the Stop
codons so that there would not be a consistent bias of amino acids at the end of the peptide once
translated. The AHSF1 strain into which the plasmids are transformed contain a full size HSF1 on an
additional URA3 plasmid, which in turn is shuffled out during the temperature selection in—trp, SFOA
medium.

D. Possible outcomes during the screening and their interpretation. (left) The sequence mediates interaction
with the transcriptional machinery, leading to its recruitment and cell survival. (middle) The sequence
mediates promiscuous non-specific interactions that lead to ineffective recruitment of the transcriptional
machinery and hence results in negative growth fitness. (right) The sequence mediates no interaction,
leading to the inability to recruit the transcriptional machinery, thereby resulting in cell death.
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Appendix Figure S2. Flowchart of the next generation sequencing data processing pipeline and Machine
Learning.

The computation part of IDR-Screen is divided into four stages: processing of reads, calculating scores to define
functional and non-functional sequences, calculating features of the sequences in the library and performing
machine learning. After the selection experiment, the raw read files are processed to be in a form where individual
sequences can be counted to reflect their strength of selection, which is linked to the function. In parallel, for every
sequence in the library, a range of descriptive features is calculated that describe them in numerical vectors.
Finally, the features are used to learn to predict functional sequences in a Machine Learning step.
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Appendix Figure S3. Machine learning procedure flowchart.

Flowchart describing the details of the machine learning procedure. Please see Materials and Methods for details.
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Appendix Figure S4. Spot dilution assay for sequences identified during the screen of the random library.

This was performed both at permissible temperature for AHSF1 strains to grow (30°C) and at non-permissible heat
shock temperatures of 37°C. VP16 and ATAD-HSF1 strains are given as reference points. Growth estimates (in
a.u.) and classification are shown on the right.
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Figure SS. Performance of classical features

Precision-Recall AUC and ROC AUC of the different features traditionally associated with TADs
(length, pl, hydrophobicity, disorder, helicity, and the presence of a 9 aa TAD motif). The imbalance
ratio describes the value on which a random predictor would lie.
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Appendix Figure S6. Performance of the combined classical features using logistic regression model.

A.

Precision recall curve of the logistic regression model, which considers the different features typically
associated with TADs (length, pl, hydrophobicity, disorder, helicity, and the presence of a 9 aa TAD
motif) together.

ROC of the same model. AUC values are provided as inset. The imbalance ratio describes the value on
which a random predictor would lie. The line-type represents the training and the testing dataset split
respectively (see Appendix Figure S3). Error margins are shown for the training sets (light gray).
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Appendix Figure S7. Short linear motifs (SLiMs) identified to be enriched by SLiMFinder.

The x-axis represents the number of times a motif was discovered in the sequence set of the random library
(Support) and the y-axis represents the statistical significance, -log, (p-value), of each motif. SLiMFinder can be
accessed at http://www.slimsuite.unsw.edu.au/servers/slimfinder.php.
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Appendix Figure S8. Performance of ML methods on the random library.

A. Precision recall curve and
B. ROC of the models trained with the random library dataset. The different colors represent the different
methods used to train the models. The line-type represents the training and the testing dataset split

respectively (see Appendix Figure S3). Values in the table represent the AUC. The imbalance ratio
describes the value on which a random predictor would lie.
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Appendix Figure S9. Sequence and structural analysis of TADs in complex with binding partners.

The structures of multiple complexes of transactivation domains (TADs) binding their respective partners is shown
(bottom), along with an alignment of their sequences (top). The structures of the TAD interacting proteins were
oriented based on the helical region of the respective TAD (green) that they contain (alignment region; grey box in
top panel). The sequences of the TADs are provided in the panel above with acidic, aromatic and basic residues
highlighted (red, purple and blue respectively). PDB IDs are provided near every complex structure. The position
of the TADs in the respective factors hosting them is indicated in grey at the beginning and end of every sequence
in the alignment. Within the alignment region, all activation domains host a large hydrophobic residue that
consistently faces the interaction partner and that is buried. The surfaces of the TAD interacting domains were
colored according to their electrostatic potential (blue, positively charged; red, negatively charged). The amino
acid sequences of model acidic TADs (HSF YEAST, HSF KLULA, GCN4 YEAST, GAL4 YEAST,
VP16 HHVIF and P53 HUMAN) were taken from the Uniprot database (http://www.uniprot.org/) and are shown
in the alignment above.
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Appendix Figure S10. Functional outcomes of the variants of the 13 different TAD sets in the design library.

Tile plot of individual point mutations for the different variants of 13 WT TAD sequences. On the x-axis is the
reference sequence of the WT TAD and on the y-axis is the amino acid that is used for the substitution. Mutations
resulting in functional sequences are marked with green tiles and those that do not result in functional sequences
are marked with a red tile. Disease mutations and natural variants in human proteins are marked with C and N
respectively (Methods and Table EV6).
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Appendix Figure S11. Distribution of the tolerance scores for the 13 different wild-type TAD sequences.
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Appendix Figure S12. Performance of ML methods on the design library.

A. Precision recall curve

B. ROC of the models trained with the design library dataset. The different colors represent the different
methods used to train the models. The line-type represents the training and the testing dataset split
respectively (see Appendix Figure S3). Values in the table represent the AUC. The imbalance ratio
describes the value on which a random predictor would lie.
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Appendix Figure S13. Performance of ML methods on the combined library.

A. Precision recall curve. We note that the performance remains comparable to the models trained purely
based on the random library.

B. ROC of the models trained with the combined library dataset. The different colors represent the different
methods used to train the models. The line-type represents the training and the testing dataset split
respectively (see Appendix Figure S3). Values in the table represent the AUC. The imbalance ratio
describes the value on which a random predictor would lie.
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