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Methods Details 

MD Simulations of Nascent HDL. Lipid nanodiscs were built using CHARMM-GUI (1). 

Simulations were performed at constant pressure and temperature with a constant number of 

particles. TIP3P water model (2) as modified for CHARMM (3) was used to describe water 

molecules. The Lennard-Jones (LJ) parameters of Na+ and Cl- as well as Na+ and select oxygens 

of lipids and proteins were taken from the CHARMM C36 ion parameters (NBFIX) (4–6). All His 

residues were protonated, as they are in the same position as basic residues on helical repeats (7). 

Anton trajectories were generated with a multigrator (8), which separates barostat, thermostat, and 

Newtonian particle motion updates, with a time step of 2 fs. Temperature and pressure were kept 

constant at 310 K and 1 bar, respectively, using a variant (8) of the Nosé–Hoover (9) and the 

Martyna–Tobias–Klein algorithm (10). Electrostatic forces were calculated using the u-series 

method (11) on a 64 × 64 × 64 mesh for distant calculations. Water molecules and all bond lengths 

to hydrogen atoms were constrained using M-SHAKE algorithm (12). 

Distance maps were to be compared with zero-order cross-linking data with spacer-arms of 0 Å. 

Since most of the cross-links were between Lys and Glu, a cutoff radius of 15.1 Å was used 

between C atoms (rcutoff = spacer arm length + (Lys length from C + Glu length from C) + 

motion averaging factor = 0 Å + (7.1 Å + 5.0 Å) + 3 Å = 15.1 Å).  

Secondary structures were calculated using the DSSP code on VMD. Simulation snapshots were 

generated using the VMD software (13).  

Disc diameters were obtained by orienting the disc normal along the z axis and comparing the z-

component of moment of inertia of the disc, Iz, rHDL, with that of a homogeneous disc, Iz, disc = ½ N 

R2, yielding d = 2R = 2√(2×Iz, rHDL/N), where d, R and N are diameter, radius, and number of atoms, 

respectively. 

Numerical values from simulation are reported as mean ± standard error, where standard error was 

obtained by dividing the production runs into 10 blocks, calculating the average for each block, 

finding the standard deviation of 10 averages, and dividing it by √10. 

Rosetta Modeling. Models were analyzed using the cluster analysis tools in Gromacs (14). First, 

a pairwise RMSD matrix for C of residues 17 to 43 was generated using the tool gmx rms. 

Secondly, the clustering was performed with an RMSD cutoff of 2.5 Å using the tool gmx cluster, 

which uses the clustering algorithm described in Ref. 15. The first 3 clusters generated included 

53% of the 10,000 models. The structure at the centroid of the most populated cluster (22% of 

10,000 models) was selected as the representative structure. PyMOL (16) was used for 

visualization.  

In vacuo MD Simulation of Lipid-Free Dimeric NTDs. The pair of APOA1 residues 1–43 of 

the planar double belt (Fig. 2a) was simulated for 15 ns using NAMD2 (17) with the CHARMM 

36 protein parameters (18–20). The time step was 2 fs and the temperature was maintained at 310 

K with the Berendsen thermostat (21). 

  



 

Fig. S1. Secondary structure of APOA1 in the LL5/5 double belt dimer. Residues 44 to 242 of APOA1 

form 10 tandem amphipathic helices (H1–H10). These helices are primarily Type A, where the hydrophobic 

and hydrophilic faces are comparable in size, positive residues are on the hydrophobic/hydrophilic 

boundary and negative residues are on the middle of the hydrophilic face. Residues 1 to 43 are Type G* 

amphipathic -helices, which differ from Type A in that positive and negative residues are more uniformly 

distributed on the hydrophilic face. The two proteins are arranged in an antiparallel fashion with H5 adjacent 

to each other. Extension of the G* domains indicates antiparallel overlap of the NTD. 

  



 

 

Fig. S2. Double belt model for nascent HDL of a disc containing 200:20:2 POPC:UC:APOA1 in an 

antiparallel arrangement with LL5/5 registry. (A) Side view. Box highlights partial registry of N-terminals. 

Coloring is the same as Fig. 1. (B) Top-down view in space filling, with side chains of the proteins included. 
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Fig. S3. Snapshots of Simulation 1. (A) t = 1 s. (B) t = 16 s. (C) t = 17 s. Arrowhead in (C) points a 

transient -turn. Coloring is the same as Fig. 1.  
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Fig. S4. Time series of secondary structure of two APOA1 molecules (Proteins 1 and 2). (A) Simulation 1. 

There is a -turn for about 400 ns at E34–L42 of Protein 1 which is shown in Fig. S3C. (B) Simulation 2. 

Vertical axis from top to bottom represents residues from N- to C-terminus of each APOA1. Color codes: 

-helix, white; -helix, blue; -sheet, yellow; turn, green; coil, pink. 
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Fig. S5. RMSD of Cα of Proteins 1 (black) and 2 (red) in Simulations 1 and 2 from different reference 

structures. (A) Simulation 1, reference: planar double belt. (B) Simulation 2, reference: planar double belt. 

(C) Simulation 1, reference: 20 s frame. (D) Simulation 2, reference: 10 s frame. 

A B 

C 
D 



  
Fig. S6. Time series of disc diameters in Simulation 1 (A) and Simulation 2 (B).  
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Fig. S7. In vacuo simulation of residues 1–43. (A) Initial condition taken from the planar double belt shown 

in Fig. S2. (B) 15 ns snapshot. Figures 2E and F in the main text show alignment of the two structures in 

(B) with that obtained from Simulation 1.  
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Fig. S8. Comparison of cross-link experiments with three qualitative signal strengths (circle, strong; square, 

medium; triangle, weak) and intermolecular distance maps of C from ideal belt models for LL5/5 (A), 

LL5/4 (B), LL4/4 (C), and LL5/2 (D) registries (green points, 15.1 Å cutoff). The distance map in panel A 

was computed from the initial condition used in the simulation of rHDL-2-100. The distance map in Figure 

3A in the main text was computed from the 16–20 s average of this simulation, and therefore differs 

slightly from that of panel A. 

LL5/4 

LL4/4 LL5/2 

A B 

C D 

LL5/5 



Fig. S9. Intermolecular salt bridges between Arg10 and Asp13 underlying strong interaction between 

NTDs (residues 1–43). (A) Initial condition for both Simulations 1 and 2. (B) Simulation 1 at 20 s. (C) 

Simulation 2 at 10 s. The salt bridges are magnified in the right boxed panels. Nitrogen of guanidinium 

group of Arg is in blue; oxygen of Asp sidechain is in red. 
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Table S1. Intermolecular distances between cross-linked residues of Proteins 1 and 2 averaged over 

16–20 s of Simulation 1 (rHDL-2-100). Distances that are less than cutoff (15.1 Å) are in bold 

typeface and demonstrate the consistency of structure with cross-links. The cross-links that are 

observed in Simulation 1 are also consistent with LL5/5 registry. Conversely, the cross-links that are 

not observed in Simulation 1 are consistent with LL5/4 registry. The last column lists the relative 

peak intensity of MS/MS signals. Peak intensities are only suggestive of the abundance of cross-links 

because ionization and cross-linking efficiencies are highly variable in different peptides. 

 
 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Cross-link 
Protein 1−Protein 2, 

C−C (Å) 

Protein 2−Protein 1, 

C−C (Å) 

Observed in 
Simulation 1 

Consistent 
with LL5/4 

Relative 
Intensity 

K96–E147 25.9 (19.3,32.4) 29.7 (22.9,33.3) No Yes Medium 

K96–D168 13.7 (10.4,17.8) 15.6 (10.3,21.0) Yes No Medium 

K96–E169 11.7 (8.2,16.2) 14.2 (7.8,19.9) Yes No Strong 

K107–E125 42.5 (32.5,48.9) 44.6 (39.3,49.1) No Yes Weak 

K107–D157 17.0 (12.0,22.8) 15.3 (12.7,20.4) Yes No Medium 

K118–E147 13.5 (8.0,19.2) 11.2 (7.5,15.1) Yes No Strong 

K133–E111 27.1 (24.0,31.6) 26.5 (21.0,30.1) No Yes Weak 

K133–E125 10.7 (6.3,15.0) 9.9 (6.1,15.5) Yes No Medium 

K140–E125 10.8 (7.1,16.1) 11.0 (6.7,16.2) Yes No Strong 

K195–E70 13.6 (7.9,19.4) 10.3 (6.9,16.0) Yes No Medium 



Table S2. Intramolecular distances between cross-linked residues of Proteins 1 and 2 averaged over 

16–20 s of Simulation 1 (rHDL-2-100). Distances that are less than cutoff (15.1 Å) are in bold 

typeface and determine the consistency of structure with cross-links. The last column lists the relative 

peak intensity of MS/MS signal (see comment regarding relative peak intensities in the caption of 

Table S1). 

 
 
 
 
 
  

Cross-link Protein 1, C–C (Å) Protein 2, C–C (Å) 
Observed in 
Simulation 1 

Relative 
Intensity 

D48–K23 21.1 (13.6,39.0) 19.7 (13.6,35.9) Yes Medium 

K45–E34 12.4 (7.6,20.5) 15.5 (11.7,20.1) Yes Medium 

K12–E76 53.8 (40.2,77.5) 47.9 (37.9,80.0) No Medium 

E198–K208 11.9 (6.9,19.4) 16.3 (13.1,20.6) Yes Medium 

K208–E223 22.9 (20.3,25.2) 23.0 (20.2,25.7) No Medium 

K238–E34 87.6 (56.0,104.3) 43.1 (25.7,43.1) No Weak 



 
 
Table S3. Distances calculated for rHDL-2-110 in Simulation 2 for three critical cross-links that were 

observed experimentally in rHDL-2-100 and were consistent with Simulation 1. Distances that are 

less than cutoff (15.1 Å) are in bold typeface and determine the consistency of structure with cross-

links. 
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