MODELS AND SMALL SAMPLE ADJUSTMENTS
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AUGMENTED BINARY METHOD

The augmented binary method models the joint distribution of (Y1, Y, F1, F>)|T, Yy by em-
ploying factorisation techniques to model each of the components separately, as shown by
the equations below.
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We fit repeated measures models using both generalised least squares (GLS) and gener-
alised estimating equations (GEE) to the continuous component. GLS estimates the variance-
covariance matrix using restricted maximum likelihood methods and GEE makes use of ro-
bust variance estimation techniques.
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BINARY COMPONENT ADJUSTMENT

The penalised likelihood is shown below, where L(6) is the usual likelihood function for a logit
model and 1(0) is the information matrix.

L*©0) = LOII©O)]? (10)

CONTINUOUS COMPONENT ADJUSTMENT

The standard robust sandwich covariance estimator is shown in equation 11.

Vsandwich = (X, DV ' D)™ (XL, DV Cov(Y) VI D) (X1 DV Dy) ™! 11

where:
o _ Opi
Di =35
i is the vector of mean responses
B the parameter vector
V; is the working variance-covariance matrix for Y;

Cov(Y) = (Yi — ) (Vi — ).
The small sample adjusted variance estimator is shown in equation 12.
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where:
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