
Biophysical Letter
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ABSTRACT Intracellular symmetry breaking plays a key role in wide range of biological processes, both in single cells and in
multicellular organisms. An important class of symmetry-breaking mechanisms relies on the cytoplasm/membrane redistribution
of proteins that can autocatalytically promote their own recruitment to the plasmamembrane. We present an analytical construc-
tion and a comprehensive parametric analysis of stable localized patterns in a reaction-diffusion model of such a mechanism in a
spherical cell. The constructed patterns take the form of high-concentration patches localized into spherical caps, similar to the
patterns observed in the studies of symmetry breaking in single cells and early embryos.
Many important processes in cell and developmental
biology are controlled by highly nonuniform intracellular
distributions of protein concentrations and enzymatic activ-
ities (1,2). Examples include polarized patterns of mem-
brane localization observed in studies of mating responses
in yeast (3–7) and early embryogenesis in Caenorhabditis
elegans (8–10). In both cases, patterns take the form of a
localized cap on a cell membrane and play an instructive
role, leading to the formation of a budding protrusion in
yeast and asymmetric localization of cell determinants in
the C. elegans embryo, respectively.

The formation of such cap-like patterns can rely on auto-
catalytic membrane recruitment of a diffusible cytoplasmic
protein. The molecular and cellular bases for this mecha-
nism have been established in several cases, motivating
an impressive number of mathematical models that are be-
ing used to explore the quantitative requirements for the
formation of robust localized patterns (5,8,11–18). The
simplest of such models has a single chemical species
that interconverts between membrane and cytoplasmic
states (13,14,17). One critical aspect is that self-promoted
membrane recruitment can give rise to bistability, whereby
the membrane can be in two states with very different
levels of accumulated protein. This is the model considered
in this Letter (Fig. 1).

In the system under consideration, the species with con-
centration C moves freely with diffusivity DC in the cell
interior and reversibly binds to the cell membrane. The
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cell interior and the membrane are denoted by U and vU,
respectively. The dissociation-rate constant is denoted by
kd. The membrane-bound species, with surface density B,
has diffusivity DB and promotes its own recruitment to the
membrane. This is described by making the forward-bind-
ing rate a sigmoidal function of protein concentration at
the membrane. The binding rate is modeled as a sum of
two terms: the first term describes constitutive binding;
the second term reflects autocatalytic recruitment, which
follows a Hill-like dependence. These are characterized by
the rate constant kb, constitutive rate b, threshold value G,
and cooperativity parameter n. The joint dynamics of the
cytoplasmic and membrane species in a spherical cell of
radius r is then governed by the following equations:
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FIGURE 1 (A) Schematic of a spherical cell. (B) The membrane association and dissociation processes are shown. (C) The function

modeling the autocatalytic membrane recruitment is shown. To see this figure in color, go online.

FIGURE 2 Snapshots of cell surface concentration from a repre-

sentativenumerical solutionofEq.7witha¼1,b¼0.1,g¼0.3,d2¼
0.05, and n ¼ 20. To see this figure in color, go online.
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where q ˛ [0, p] and f ˛ [0, 2p] are the angular variables
of the standard spherical coordinates.

This model and many of its relatives considered in the
context of cell polarization belong to a broad class of
reaction-diffusion systemswith spatially segregated compart-
ments of different dimensionality (15,18–22). In combination
with diffusion on the membrane, autocatalytic membrane
recruitment can result in the formation and progressive expan-
sion of a domain with high membrane concentration (11,13–
20,23,24). However, it is counteracted by totalmass conserva-
tion and fast cytoplasmic diffusion (12–14). For a proper
choice of model parameters, localized accumulation on the
membrane depletes concentration in the cytoplasm and can
stabilize the expanding domain, resulting in a stable pattern.

Because the total amount of protein in the system is con-
stant, the membrane and bulk protein concentrations are glob-
ally coupled by mass conservation. Although the general
phenomenology associated with the formation of localized
patterns in globally coupled reaction-diffusion problems is
well understood (19,20,23), the number of results in the
context of intracellular symmetry breaking is very limited
(4,16,24). In fact, all existing analytical results are limited to
one-dimensional ‘‘cells’’ and are based on ad hoc descriptions
of nonlocal coupling of membrane dynamics by cytoplasmic
diffusion (12–14,17,25).Here,we report exact analytical solu-
tions for the spherical cap patterns constructed in the regimeof
large cytoplasmic diffusion that properly take into account the
three-dimensional geometry of the cell.

We start by considering the conservation equation for the
total amount of a protein, which is not synthesized or
degraded but only redistributed between cytoplasm and
membrane (5,12,13):Z

U

C dV þ
Z
vU

B dS ¼ 4

3
pr3C0; (5)

where C0 is the total amount of protein in the cell divided
by cell volume. Because cytoplasmic diffusivity is typically
much larger than membrane diffusivity, the cytoplasmic
concentration may be assumed to be uniform throughout
the cell (see Supporting Materials and Methods for further
discussion):

C ¼ C0 � 3

4pr3

Z
vU

B dS: (6)

Upon substitution of this expression into Eq. 1, our model
is reduced to a single equation for themembrane species (26).
This equation is rendered dimensionless by the following
transformations: thkdt and uhkdB=ðkbC0Þ. This leads to
the following problem for the spatiotemporal dynamics of
the dimensionless cell surface concentration, u¼ u (q, f, t):
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þ
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FIGURE 3 (A) Construction of spatially nonuniform steady states. The graphical solution of Eq. 11, for a ¼ 1, b ¼ 0.1, g ¼ 0.25, and

d ¼ 0.3, reveals three roots (top panel), giving rise to three different spatial profiles (bottom panel). (B) Two-dimensional cuts

through the four-dimensional domain of model parameters that support the formation of stable localized patterns for b ¼ 0.1

are shown. The boundaries of the cusps correspond to the extrema of the g(hc) function; this function becomes monotonic at

the tip of the cusp (inset). Here, the inset shows g(hc) for b ¼ 0.1, a ¼ 1, and d ¼ {0.1, 0.25, 0.5, 1, 2}. To see this figure in color,

go online.
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The rescaled problem has five dimensionless groups:
n and b are inherited directly from the original model;
ghkdG=ðkbC0Þ is the dimensionless threshold for the
membrane recruitment nonlinearity; d2hDB=ðkdr2Þ is the
ratio of characteristic times for dissociation from the mem-
brane and surface diffusion; and finally, ah3kb=ð2kdrÞ
may be interpreted as the ratio of the maximal fluxes to
and from the cell membrane and quantifies the strength
of the global coupling essential for the formation of local-
ized patterns.

We started our analysis of this problem by solving it
numerically using a spectral discretization implemented
in the Chebfun package (27,28). In all cases, the system
converged to one of two types of behaviors: uniform
steady state profiles and nonuniform axisymmetric cap-
like patterns. Fig. 2 shows the snapshots from a represen-
tative numerical solution that eventually converges to such
a pattern. Our numerical experiments indicate that such
solitary caps, although placed at different locations on
the surface, are the only spatially nonuniform attractors
of Eq. 7.

The axial symmetry of the cap-like patterns allows us to
reduce the dimensionality of the problem. Without loss of
generality, we may place the cap center at the North Pole
of the sphere and focus only on the f-independent solutions.
Furthermore, when the membrane-recruitment nonlinearity
is sharp ðn[ 1Þ, it can be approximated by the Heaviside
function. Using a common coordinate transformation,
h ¼ �cosq ˛ [�1,1], we obtain the following ordinary dif-
ferential equation for the axially symmetric steady state so-
lution u ¼ uðhÞ:
28 Biophysical Journal 115, 26–30, July 3, 2018
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This equation is piecewise linear, which greatly simplifies
the analysis of localized patterns. One can readily check that
this equation may have at most two spatially uniform stable
steady states, in which the membrane concentration is either
above or below the threshold value:

u� ¼ b

1þ 2ab
and uþ ¼ 1þ b

1þ 2að1þ bÞ :

In addition to these uniform steady states, we found
patterned solutions that correspond to spherical caps. In
constructing these solutions, we assumed that they decrease
monotonically from h¼ �1 to h¼ 1, crossing the threshold
at some value of the longitudinal coordinate: uðhcÞ ¼ g. In
other words, the autocatalytic membrane recruitment is
‘‘on’’ for h < hc and ‘‘off’’ for h > hc. As shown in the
Supporting Material, such steady states can be found
analytically in terms of the Legendre function Pm(h), where
m ¼ ð1=2Þð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4d�2

p
� 1Þ:

uðh> hcÞ ¼ ðg� bkÞ PmðhÞ
PmðhcÞ

þ bk (9)

and
uðh<hcÞ ¼ ðg� ð1þ bÞkÞ Pmð�hÞ
Pmð�hcÞ

þ ð1þ bÞk; (10)
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To evaluate these expressions, onemust find the position hc
where uðhcÞ ¼ g. This position can be found from the dimen-
sionless form of the conservation law for the total amount of
protein, leading to the following implicit function that relates
hc to the dimensionless parameters of the problem:
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:

(11)

Graphical analysis of this equation reveals that it can have

up to three roots, corresponding to three different values of
hc for which uðhcÞ ¼ g (Fig. 3). Each of these values gives
rise to a different spatially nonuniform steady state. In
particular, in the biologically significant regime of d � 1,
there exists one solution in the form of a large spherical
cap, for which

gðhcÞx
2bþ 1

2ð1þ að2bþ 1þ hcÞÞ
; (12)
FIGURE 4 Directed control of pattern formation by a transient

unidirectional flow. The system starts from a uniform ‘‘off’’

steady state. The flow is from the South to North Pole. a ¼ 1,

b ¼ 0.1, g ¼ 0.35, and d2 ¼ 0.05. See the Supporting Materials

and Methods for details. To see this figure in color, go online.
and twosmall sphericalcapsolutions, forwhich
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� h2c

p � d

whenever g˛
2bþ 1

2 1þ 2a bþ 1ð Þð Þ;
2bþ 1

2 1þ 2abð Þ
� �

. Stability

analysis of these solutions (see Supporting Materials and
Methods) shows that for d � 1, a spherical cap solution is
stable if and only if a>ac, where

acx
d

2ð2bþ 1Þ�1� h2
c

�3=2 : (13)

According to this formula, for all d sufficiently small and

g in the above range, the small-cap solutions are linearly un-
stable, whereas the large cap is linearly stable. We note that,
as expected, the stable solutions constructed analytically
above persist in the problem with n finite, even for n z 5.

Equation 11 may be used to delineate the four-dimen-
sional domain of parameters a, b, g, and d that can support
states with broken symmetry. Fig. 3 shows a series of two-
dimensional cuts through this domain, computed at a con-
stant value of constitutive membrane recruitment and four
different strengths of the global coupling parameter. For
each of these cuts, the localized patterns exist in a cusp-
like region that is characterized by an upper limit for dimen-
sionless surface diffusivity d. Beyond this value, the right-
hand side of Eq. 11 becomes a single-valued function of
gc (see the inset of Fig. 3 B), which corresponds to the disap-
pearance of stable patterns. Our analysis also reveals how
reducing the strength of global coupling moves the system
outside of the domain corresponding to the symmetry-
broken stable steady states.

Our results provide insights into the parametric depen-
dence and robustness of the localized patterns. For instance,
changes in the cell radius affect two dimensionless groups:
the dimensionless-cell-surface diffusivity, d � 1/r, and the
strength of global coupling, a � 1/r. Because the existence
of patterned states is promoted by small values of surface
diffusivity and strong global coupling, patterned states are
realized for an intermediate range of cell sizes (see Fig. S2).

Further research is required to understand how cells can
not only form the localized patterns but also direct them to
specific positions. Studies in the early C. elegans embryo
suggest that such control may be provided by cortical flows
that transiently localize the diffusible species at a specific
location on the cell membrane (1,8,10). Our model can be
readily modified to account for such flows. As an illustration,
Fig. 4 shows the results of a numerical experiment in which a
model cell starts from a steady state in which most of the pro-
tein is cytoplasmic. A transient unidirectional flow then cre-
ates a region of high membrane concentration, triggering the
formation of a self-sustained localized pattern.

An additional layer of control may be provided by varia-
tions in the curvature of the cell surface. Our preliminary
simulations in spheroid geometries indicate that large spher-
ical cap solutions persist under perturbations of spherical
symmetry but at the same time are guided to specific
Biophysical Journal 115, 26–30, July 3, 2018 29
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locations by variations of curvature. Analyzing the effects of
such variations, which can be either static or dynamic,
should provide additional insights into the mechanisms of
intracellular symmetry breaking (1,2).
SUPPORTING MATERIAL

Supporting Materials and Methods and three figures are available at http://

www.biophysj.org/biophysj/supplemental/S0006-3495(18)30672-6.
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18. Anguige, K., and M. Röger. 2017. Global existence for a bulk/surface
model for active-transport-induced polarisation in biological cells.
J. Math. Anal. Appl. 448:213–244.

19. Middya, U., D. Luss, and M. Sheintuch. 1994. Impact of global inter-
action and symmetry on pattern selection and bifurcation. J. Chem.
Phys. 101:4688–4696.

20. Pismen, L. M. 1994. Turing patterns and solitary structures under
global control. J. Chem. Phys. 101:3135–3146.
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Axisymmetric Steady States

In this section, we derive the steady state solutions in the form of axisymmetric caps for
a given set of model parameters (α, β, γ, δ). Equation (8) in the main text is an ODE that
defines u = ū(η) on the surface of the sphere at steady state:

0 = δ2 d

dη

[
(1− η2)

dū

dη

]
+

(
1− α

∫ 1

−1

ū dη

)
(β +H(ū− γ))− ū. (S1)

By inspection, this ODE yields two stable uniform solutions u = u± lying below and above
the threshold u = γ, respectively:

u− =
β

1 + 2αβ
and u+ =

1 + β

1 + 2α(1 + β)
. (S2)

In addition to these uniform steady states, nonuniform solutions may also exist, correspond-
ing to polarized patterns on the sphere. Without loss of generality, the isotropy of the sphere
allows us to define our η axis such that the cap is centered at η = −1 and ū(η) is monoton-
ically decreasing. For these cap-like profiles to exist, there must exist some regions where
ū(η) > γ and ū(η) < γ, respectively. Continuity and monotonicity of the profile therefore
imply the existence of some η = ηc ∈ (−1, 1) such that ū(ηc) = γ. The ODE may then
be split into two distinct regions, corresponding to the presence or absence of autocatalytic
recruitment:

0 = δ2 d

dη

[
(1− η2)

dū

dη

]
+ kβ − ū, η > ηc, (S3)

0 = δ2 d

dη

[
(1− η2)

dū

dη

]
+ k (β + 1)− ū, η < ηc, (S4)

where we introduced a constant

k := 1− α
∫ 1

−1

ū dη, (S5)

that depends on the solution ū(η).
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We now solve the nonhomogeneous Equations (S3)-(S4). When η > ηc:

d

dη

[
(1− η2)

dū

dη

]
− ū

δ2
= −kβ

δ2
, (S6)

whose particular solution is up = kβ. The corresponding homogeneous ODE is of the form:

d

dη

[
(1− η2)

dū

dη

]
+ µ(µ+ 1)ū = 0, µ := −1

2
+

1

2

√
1− 4

δ2
. (S7)

One solution of this equation is given by Pµ(η), the Legendre function of the first kind,
defined as

Pµ(η) = 2F1

(
−µ, µ+ 1; 1;

1− η
2

)
, (S8)

where 2F1(a, b; c; z) is the hypergeometric function [1]. Explicitly, using the definition of µ
(irrespectively of the choice of the analytic branch for δ < 2) and the power series represen-
tation of the hypergeometric function we have

Pµ(η) = 1 +
∞∑
n=1

(1− η)n

2n(n!)2

n−1∏
l=0

(l − µ)(l + 1 + µ)

= 1 +
∞∑
n=1

(1− η)n

2n(n!)2

n−1∏
l=0

(
1

δ2
+ l + l2

)
, (S9)

where the series above converges absolutely for all η ∈ (−1, 1). Furthermore, by direct
inspection of this formula we have Pµ(1) = 1, Pµ(−1) = ∞, and Pµ(η) is real-valued and
strictly decreasing for all η ∈ (−1, 1). Therefore, in view of the reflection symmetry the
second linearly independent solution of the above equation may be chosen to be Pµ(−η),
and the general solution of Equation (S3) may be written as

ū(η > ηc) = c1Pµ(η) + c2Pµ(−η) + kβ, (S10)

for some constants c1,2. Boundedness of the solution for η > ηc implies that c2 = 0 and
monotonicity of the profile requires that c1 > 0. In addition, for some ηc ∈ (−1, 1) we should
have ū(ηc) = γ. This yields for γ > βk:

ū(η > ηc) =
γ − βk
Pµ(ηc)

Pµ(η) + kβ. (S11)

Equation (S4) may be solved in the same manner when η < ηc:

d

dη

[
(1− η2)

dū

dη

]
− ū

δ2
= −k(β + 1)

δ2
. (S12)

A particular solution is up = k(β + 1), and the homogeneous equation is as before. Thus,
the general solution is now:

ū(η < ηc) = c3Pµ(−η) + c4Pµ(η) + k(β + 1), (S13)
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for some constants c3,4. Boundedness and monotonicity imply c4 = 0 and c3 < 0, and the
condition that ū(ηc) = γ yields:

ū(η < ηc) =
γ − (1 + β)k

Pµ(−ηc)
Pµ(−η) + k(1 + β). (S14)

Thus, we arrive at the nonuniform steady state solution in Equations (9)-(10) from the main
text:

ū(η > ηc) = (γ − βk)
Pµ(η)

Pµ(ηc)
+ βk, (S15)

ū(η < ηc) = (γ − (1 + β)k)
Pµ(−η)

Pµ(−ηc)
+ (1 + β)k. (S16)

Smoothness at of the solution at η = ηc requires matching first derivatives. Differentiating
Equations (S15)-(S16) with respect to η and setting the two sides equal at η = ηc yields an
explicit equation for k in terms of model parameters that matches the relationship given in
the main text:

k =

γ

(
1 +

P ′µ(ηc)

P ′µ(−ηc)
Pµ(−ηc)
Pµ(ηc)

)
1 + β

(
1 +

P ′µ(ηc)

P ′µ(−ηc)
Pµ(−ηc)
Pµ(ηc)

) . (S17)

Multiplying this expression through Equation (S16) allows ū(η < ηc) to be written in a more
convenient form that will allow for an expression for γ in terms of model parameters:

ū(η < ηc) = (βk − γ)
P ′µ(ηc)

P ′µ(−ηc)
Pµ(−η)

Pµ(ηc)
+ (1 + β)k. (S18)

Using Equation (S18) and the original definition of k defined for Equations (S3)-(S4) yields
an integral equation that relates all model parameters:

α (γ − βk)

Pµ(ηc)

[
−
P ′µ(ηc)

P ′µ(−ηc)

∫ ηc

−1

Pµ(−η) dη +

∫ 1

ηc

Pµ(η) dη

]
+ k(1 + α(1 + ηc) + 2αβ) = 1.

(S19)

Equations (S20)-(S23) highlight known properties of Legendre functions that allow for Equa-
tion (S19) to be simplified further:

∫ 1

x

Pµ(η) dη =
Pµ−1(x)− Pµ+1(x)

2µ+ 1
, (S20)

P ′µ(x) =
µ+ 1

1− x2
(xPµ(x)− Pµ+1(x)) , (S21)

P ′µ(−x) = − µ+ 1

1− x2
(xPµ(−x) + Pµ+1(−x)) , (S22)

(2µ+ 1)xPµ(x) = µPµ−1(x) + (µ+ 1)Pµ+1(x). (S23)
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The integral expressions in Equation (S19) may be rearranged as

−
P ′µ(ηc)

P ′µ(−ηc)

∫ ηc

−1

Pµ(−η) dη +

∫ 1

ηc

Pµ(η) dη = −
P ′µ(ηc)

P ′µ(−ηc)

∫ 1

−ηc
Pµ(y) dy +

∫ 1

ηc

Pµ(η) dη.

(S24)

Dividing all the terms in Equation (S23) by µ allows one to write Pµ−1(x) in terms of Pµ(x).
This expression can be plugged into the definition of the integral in Equation (S20). The
definitions of the derivatives given in Equations (S21)-(S22) yield the relationship given in
Equation (S25):

−
P ′µ(ηc)

P ′µ(−ηc)

∫ 1

−ηc
Pµ(y) dy +

∫ 1

ηc

Pµ(η) dη = 0. (S25)

Substituting this result into Equation (S19) and using the expression for k given by Equa-
tion (S17) allows for γ to be expressed in terms of the model parameters, the key result of
this analysis given as Equation (11) in the main text:

γ =

1 + β

(
1 +

P ′µ(ηc)

P ′µ(−ηc)
Pµ(−ηc)
Pµ(ηc)

)
(

1 +
P ′µ(ηc)

P ′µ(−ηc)
Pµ(−ηc)
Pµ(ηc)

)
(1 + α(1 + ηc) + 2αβ)

. (S26)

Existence and multiplicity of solutions of Equation (S1) is determined by the roots of the
algebraic equation above and can be analyzed graphically for any specific set of the param-
eters (α, β, γ, δ). As discussed in the main text, depending on the values of the parameters
we generically find 1 or 3 distinct roots for Equation (S26), with the latter case observed
for smaller values of δ. To see whether this situation persists, we carried out an asymptotic
analysis of solutions of Equation (S26) for an important parameter regime of δ � 1, in which
the spherical cap profiles are characterized by sharp concentration gradients. In this case
one can use WKB asymptotics of the Legendre functions (as obtained from Equation (S7))
to see that to the leading order

Pµ(η)/Pµ(0) ' (1− η2)−1/4e−δ
−1 arcsin η, η ∈ (−1, 1), (S27)

and, therefore, we have P ′µ(η)/Pµ(η) ' −1/
(
δ
√

1− η2
)

for all 1 − η2 � δ2 and δ � 1.

Substituting this expression into Equation (S26) yields for all 1−η2
c � δ2 and all δ sufficiently

small:

γ(ηc) '
2β + 1

2(1 + α(2β + 1 + ηc))
. (S28)

A comparison between Equation (S26) and the scaling given by Equation (S28) in Figure S1
shows reasonable agreement when ηc is far away from the ends of the domain. In particular,
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c

(
c
)

Figure S1: For α = 1, β = 0.1, the curves defined by Equations S26 and S28 Here, it can
be seen that this scaling is accurate for sufficiently small δ in the regime where γ(ηc) in
Equation S26 has a negative slope.

γ(ηc) is a monotone decreasing function with γ ∈
(

2β+1
2(1+2α(β+1))

, 2β+1
2(1+2αβ)

)
. We refer to this

branch of solutions as large spherical caps, in which the profile ū(η) approaches a piecewise-
constant function taking both values from Equation (S2). On the other hand, one can see
from Equation (S9) that to the leading order in δ � 1 we have

Pµ(η) '
∞∑
n=0

(1− η)n

2nδ2n(n!)2
= I0

(√
2δ−2(1− η)

)
, 1− η = O(δ2), (S29)

where I0(z) is the modified Bessel function of the first kind [1]. This formula can also be
obtained by rewriting Equation (S7), using the variable z = arccos η and keeping only the
leading order terms. Similarly, to the leading order in δ � 1 we have

Pµ(η) ∼ K0

(√
2δ−2(1 + η)

)
, 1 + η = O(δ2), (S30)

where K0(z) is the modified Bessel function of the second kind [1]. With this information at
hand, we have for δ � 1:

P ′µ(ηc)

P ′µ(−ηc)
Pµ(−ηc)
Pµ(ηc)

'
I1

(√
2δ−2(1− ηc)

)
K0

(√
2δ−2(1− ηc)

)
I0

(√
2δ−2(1− ηc)

)
K1

(√
2δ−2(1− ηc)

) , 1− ηc = O(δ2), (S31)

which by inspection is a decreasing function of δ−2(1−ηc) that approaches 0 as δ−2(1−ηc)→
0, or 1 as δ−2(1 − ηc) → ∞. Thus, by Equation (S26) we have a unique solution for all γ
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running through the interval γ ∈
(

2β+1
2(1+2α(β+1))

, β+1
1+2α(β+1)

)
, yielding what we call a small

spherical cap solution, in which ū(η) is close to the larger of the two values in Equation (S2)
in most of the domain, with 1− ηc = O(δ2). Analogously, we alse have a small spherical cap

solution for δ � 1 and γ ∈
(

β
1+2αβ

, 2β+1
2(1+2αβ)

)
, with ū(η) taking mostly the smallest of the

two values in Equation (S2) in most of the domain and with 1 + ηc = O(δ2).

Linear Stability of Spherical Cap Solutions

We now perform a linear stability analysis of the spherical cap solutions. In our approach
we follow [2], in which a very similar analysis of radial solutions in balls has been carried out
in Sec. 13.2.2 (see also the original Refs. [3–5]).

We start by writing Equation (7), using (η, φ) as independent spatial variables:

∂u

∂τ
= −Lu− u+

(
1− α

2π

∫ 2π

0

∫ 1

−1

u dη dφ

)
gν(u), (S32)

where the operator L and the function g are defined as

L := −δ2 ∂

∂η

[
(1− η2)

∂

∂η

]
− δ2

1− η2

∂2

∂φ2
, gν(u) := β +

uν

uν + γν
, (S33)

and linearize this equation around the steady state ū = ū(η), which solves

0 = δ2 d

dη

[
(1− η2)

dū

dη

]
− ū+ kgν(ū), (S34)

where k was defined in Equation (S5). Fixing m ∈ Z and λm ∈ R, substituting

u(η, φ, τ) = ū(η) + εψm(η)eimφ−λmτ (S35)

into Equation (S32) and sending ε → 0, we arrive at the following equation for the eigen-
modes ψm and their associated exponential decay/growth rates λm (depending on whether
λm is positive/negative) at leading order in ε:

λmψm = Lmψm + ψm − kg′ν(ū)ψm + αgν(ū)

∫ 1

−1

ψm(η)dη, m = 0, (S36)

λmψm = Lmψm + ψm − kg′ν(ū)ψm, m 6= 0, (S37)

where

Lm := −δ2 d

dη

[
(1− η2)

d

dη

]
+

δ2m2

1− η2
, g′(ū) :=

dgν(u)

du

∣∣∣∣
u=ū

, (S38)

with natural boundary conditions ψm(η) = O
(
|η ∓ 1|

|m|
2

)
for η → ±1. Note that in the limit

ν →∞ corresponding to the Heaviside function-type nonlinearity g∞(u) = limν→∞ gν(u) =
β +H(u− γ) we recover

g′∞(ū(η)) = δ(η − ηc)
∣∣∣∣dū(ηc)

dη

∣∣∣∣−1

, (S39)
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where δ(z) is the one-dimensional Dirac delta-function.
Let us introduce the Sturm-Liouville operatorsHm and their associated eigenpairs (ψnm, λ

n
m),

which satisfy

Hmψ
n
m = λnmψ

n
m, Hm := Lm + 1− kg′ν(ū), n = 0, 1, 2, . . . . (S40)

According to Sturm-Liouville theory, for each m all eigenvalues λ0
m < λ1

m < λ2
m < · · · → ∞

have multiplicity one, and each eigenvalue λnm is associated to an eigenfunction with precisely
n zeros in (−1, 1). Furthermore, we have λ0

m′ > λ0
m for all |m′| > |m| ≥ 0. The latter can be

easily seen from the fact that λ0
m minimizes the Rayleigh quotient associated with Hm:

Rm(ψ) :=

∫ 1

−1

{
δ2(1− η2)|ψ′|2 + δ2m2(1− η2)−1ψ2 + ψ2 − kg′ν(ū)ψ2

}
dη∫ 1

−1
ψ2dη

. (S41)

Therefore, we have

λ0
m = Rm(ψ0

m) = min
ψ
Rm(ψ) ≤ Rm(ψ0

m′) < Rm′(ψ
0
m′) = λ0

m′ , (S42)

where the minimization is carried out over all ψ ∈ W 1,2
loc (−1, 1) satisfying

∫ 1

−1
ψ2dη = 1.

We now observe that because of the rotational symmetry of the problem the operators
H±1 have a zero eigenvalue associated with the eigenfunction

ψ0
±1(η) =

√
1− η2

dū(η)

dη
. (S43)

Indeed, differentiating Equation (S34) with respect to η and multiplying the resulting equa-
tion by

√
1− η2, after some algebra we obtain

0 = −δ2
√

1− η2
d2

dη2

[
(1− η2)

dū

dη

]
+ (1− kg′ν(ū))

√
1− η2

dū

dη

= H±1

[√
1− η2

dū

dη

]
. (S44)

Since for the spherical cap solutions the function ū(η) is strictly monotone decreasing for

all η ∈ (−1, 1), we thus have that
√

1− η2 dū(η)
dη

does not change sign and is, therefore, the

eigenfunction associated with λ0
±1 = 0. This means, in particular, that

λnm > 0 ∀m 6= 0 and ∀n ≥ 0 or ∀m = ±1 and ∀n ≥ 1. (S45)

It is clear that for m 6= 0 the solutions of the obtained eigenvalue problem are the
eigenpairs (ψnm, λ

n
m) of the Sturm-Liouville operator Hm. Therefore, by Equation (S45) all the

modes with m 6= 0 are linearly stable, except for the case m = ±1 and n = 0 corresponding
to infinitesimal rotations, which are neutrally stable. Thus, stability of the spherical cap
solutions is determined by the axially symmetric modes corresponding to m = 0.

Focusing now on the case m = 0, we first observe that in the absence of the nonlocal
term in Equation (S32), i.e., when α = 0, we must have λ0

0 < 0, in view of Equation (S42)

7



and the fact that λ0
±1 = 0. Therefore, a sufficiently strong global feedback expressed by the

integral term in Equation (S32) is required for the stability of spherical caps. To proceed
with the analysis of (ψ0, λ0), which equivalently satisfy

H0ψ0 + αgν(ū)

∫ 1

−1

ψ0 dη = λ0ψ0, (S46)

we note that the operator in the left-hand side of Equation (S46) is the Sturm-Liouville
operator H0 plus a rank-one operator (generally, not self-adjoint). Therefore, if any of

the eigenfunctions of H0 satisfy
∫ 1

−1
ψn0 dη = 0, then the pair (ψn0 , λ

n
0 ) is also a solution to

Equation (S46). If not, then according to Fredholm alternative λn0 is still an eigenvalue of

Equation (S46), if
∫ 1

−1
gν(ū)ψn0 dη = 0.

On the other hand, for all λ0 6= λn0 we can rewrite Equation (S46) as (see also [6])

ψ0 = −α(H0 − λ0)−1gν(ū)

∫ 1

−1

ψ0 dη, (S47)

and integrating the resulting expression yields

1 + α

∫ 1

−1

(H0 − λ0)−1gν(ū) dη = 0. (S48)

We now investigate under which conditions one may have λ0 < 0, signifying linear insta-
bility of the spherical cap solutions. Observe first that λ0 cannot equal λ0

0, as ψ0
0 corresponds

to the ground state of R0 and, therefore, has constant sign. On the other hand, for large
enough n we have λn0 > 0, so in order to verify whether the condition

λn0 < 0 and

∫ 1

−1

ψn0 dη = 0 or

∫ 1

−1

gν(ū)ψn0 dη = 0, (S49)

is satisfied for some n ≥ 1, one only needs to verify Equation (S49) for finitely many n ≥ 1,
if any.

If λ0 6= λn0 for all n ≥ 0, then Equation (S48) must be satisfied. To analyze its solu-
tions, we expand its right-hand side with respect to the complete orthogonal basis of the
eigenfunctions ψn0 of H0:

1 + α
∞∑
n=0

an
λn0 − λ0

= 0, an :=

∫ 1

−1
ψn0 dη

∫ 1

−1
gν(ū)ψn0 dη∫ 1

−1
|ψn0 |2dη

. (S50)

Recall that in this formula λ0
0 < 0, and we also have a0 > 0, since ψ0

0 has a constant sign.
For ω ∈ C, defining

D(ω) := 1 + α
∞∑
n=0

an
λn0 + iω

, (S51)

we observe that the zeros of D(ω) with ω = iλ0 in the lower half-plane of the complex
frequency ω would correspond to linearly unstable modes. It is convenient to study the
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number of zeros of D(ω) in the lower-half plane, using the Cauchy argument principle,
which states that the number of zeros of this function is equal to

N = P +
1

2π
∆ argD(ω), (S52)

where P is the number of poles there and ∆ argD(ω) is the change of the argument of the
function D(ω) as ω runs from +∞ to −∞ along the real axis. Thus, the number of negative
eigenvalues of H0 and the winding number of argD(ω) ultimately encode the stability of the
solution.

The analysis of Equation (S52) requires the precise information on the spectrum of H0

and the magnitudes of an (for an example of an analytical treatment in a related context,
see [7]). For ν = ∞ this problem may once again be treated with the help of the Legendre
functions, similarly to the way we constructed the spherical cap solutions. It is not diffucult
to see that in this case the eigenfunctions of H0 normalized to equal 1 at η = ηc must satisfy

ψn0 (η) =


Pµn0

(−η)

Pµn0
(−ηc) −1 < η < ηc,

Pµn0
(η)

Pµn0
(ηc)

ηc < η < 1,
µn0 := −1

2
+

1

2

√
1− 4(1− λn0 )

δ2
, (S53)

assuming Pµn0 (±ηc) 6= 0. In turn, the eigenvalues λn0 are obtained from the solution of the
algebraic equation

δ2(1− η2
c )

k

∣∣∣∣dū(ηc)

dη

∣∣∣∣
(
P ′µn0 (ηc)

Pµn0 (ηc)
+
P ′µn0 (−ηc)
Pµn0 (−ηc)

)
= −1, (S54)

where k is defined in Equation (S17) and dū(ηc)
dη

is obtained by differentiating ū(η) from

Equation (S15) and setting η = ηc. Equation (S54) is obtained by matching the jump of the
derivative of ψn0 (η) at η = ηc due to the delta-function in the definition of H0.

To get some physical insight into instability we may observe that the coefficients an in
Equation (S50) are expected to be rapidly decreasing with n, while λn0 are, in turn, rapidly
increasing in n. Therefore, it may not be unreasonable to approximate the function D(ω)
by keeping only the first term in the series [2]. We would then arrive at the expression

D(ω) ≈ 1− αa0

|λ0
0| − iω

, (S55)

where we explicitly took into account that λ0
0 < 0. For this choice of D(ω) we can conclude

that P = 1 and the image of D(ω) is a simple closed contour oriented clockwise. Thus,
whether D(ω) has a zero in the lower half-plane depends on whether or not this contour
encloses the origin. Checking the sign of D(0), we then arrive at an approximate instability
criterion:

α .
|λ0

0|
a0

. (S56)
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As expected, all spherical cap solutions should be unstable for all sufficiently small α, while
stability may be achieved for sufficiently large values of α. For a representative set of pa-
rameters (α, β, γ, δ) = (1, 0, 0.28, 0.4) corresponding to a large spherical cap, solving Equa-
tion (S54) numerically yields {λn0}4

n=0 = {−0.216, 1.228, 1.798, 2.513, 4.187}, and cor-
responding {an}4

n=0 = {0.545, −0.142, 0.195, 0.010, −0.005}. Keeping only λ0
0 and a0,

we get the bound for instability α < 0.396, while the bound for instability from using these
first five terms gives α < 0.395, in excellent agreement with the heuristics provided before
Equation (S56). In particular, the solution for these values of the parameters is linearly
stable.

One can give a more precise argument for stability of large spherical caps (i.e., those for
which the value of η = ηc at which the threshold γ = ū(ηc) is reached, see Equation (S26),
is not too close to η = ±1) in the case ν = ∞ and δ � 1. First of all, in the case of the
Heaviside nonlinearity the operator H0 has exactly one negative eigenvalue. In fact, it is not
difficult to see that all λn0 > 1 for n ≥ 1 in this case. Indeed, introduce a change of variables

η = tanh z, z ∈ (−∞,+∞). (S57)

Then the equation for the eigenfunctions of H0 becomes (with a slight abuse of notation,
using the same letters to denote the corresponding functions of z)

−δ2d
2ψn0
dz2

+ cosh−2 z

(
1− k

∣∣∣∣dū(zc)

dz

∣∣∣∣−1

δ(z − zc)

)
ψn0 = λn0ψ

n
0 cosh−2 z, (S58)

where zc ∈ R is such that ηc = tanh zc.
Consider now ψn0 (z) with n ≥ 1, and without loss of generality assume that ψn0 (z0) = 0

for some z0 ≥ zc, and that dψn0 (z0)/dz > 0. Then if λn0 ≤ 1, the function ψn0 satisfies

d2ψn0 (z)

dz2
= (1− λn0 )δ−2ψn0 (z) cosh−2 z ≥ 0 ∀z ∈ (z0,+∞). (S59)

Thus, ψn0 (z) ≥ C(z − z0) for some C > 0 and, therefore, we have ψn0 (z) → ∞ as z → +∞,
contradicting boundedness of the eigenfunctions of H0 for any n ≥ 1.

We thus established that for ν = ∞ we have P = 1 in Equation (S52). Next we note
that for δ � 1 the eigenvalues of H0 behave as λn0 − 1 ∼ n2δ2 for n ≥ 1. This allows us to
use a local approximation

∞∑
n=1

an
λn0 + iω

' a∞ − a0

1 + iω
, a∞ :=

∫ 1

−1

g∞(ū) dη, (S60)

in the case δ � 1, which is obtained by replacing λn0 in Equation (S50) with 1 and using
completeness of the family (ψn0 )∞n=0. Putting everything together yields

D(ω) ' 1− α
(

a0

|λ0
0| − iω

+
a0

1 + iω
− a∞

1 + iω

)
. (S61)

To conclude, we observe that as δ → 0 we have

a0 = O(δ) and λ0
0 = O(δ2). (S62)
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To see this, write the equation for ū = ū(z):

0 = δ2d
2ū

dz2
− (ū− kg∞(ū)) cosh−2 z, g∞(ū(z)) = β +H(zc − z). (S63)

Solving Equation (S63) to the leading order in δ � 1, we obtain

ū(z) '

{
kβ + 1

2
ke−

z−zc
δ cosh zc , z ≥ zc,

k(β + 1)− 1
2
ke−

zc−z
δ cosh zc , z < zc.

(S64)

In particular, we have

dū(z)

dz
' − k

2δ cosh zc
e−

|z−zc|
δ cosh zc . (S65)

Similarly, Equation (S58) with n = 0 is

−δ2d
2ψ0

0

dz2
+ cosh−2 z

(
1− k

∣∣∣∣dū(zc)

dz

∣∣∣∣−1

δ(z − zc)

)
ψ0

0 = λ0
0ψ

0
0 cosh−2 z, (S66)

and its solution to the leading order in δ � 1, corresponding to λ0
0 ' 0 to O(δ), is explicitly

ψ0
0(z) ' dū(z)

dz
, (S67)

noting that dū(z)/dz from Equation (S65) does not change sign. Substituting this expression,
after a suitable normalization, into the definition of a0 in Equation (S50), we obtain, again
to the leading order in δ � 1:

a0 ' 2δ(2β + 1)
√

1− η2
c , (S68)

where we took into account that cosh−2 zc = 1− η2
c .

At the same time, by Equation (S44) we have

−δ2d
2ψ0
±1

dz2
+ δ2ψ0

±1 + cosh−2 z

(
1− k

∣∣∣∣dū(zc)

dz

∣∣∣∣−1

δ(z − zc)

)
ψ0
±1 = 0. (S69)

Therefore, to the leading order in δ � 1 we obtain from Equation (S43):

ψ0
±1(z) ' cosh−1 zc

dū(z)

dz
. (S70)

We now multiply Equation (S69) by ψ0
0 and integrate over the real line. Likewise, we

multiply Equation (S66) by ψ0
±1 and integrate. Subtracting the obtained results yields

δ2

∫ ∞
−∞

ψ0
0ψ

0
±1dz = −λ0

0

∫ ∞
−∞

ψ0
0ψ

0
±1 cosh−2 z dz. (S71)
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Thus, to the leading order in δ � 1 we have, with the help of Equation (S67) and Equa-
tion (S70):

λ0
0 ' −

δ2

1− η2
c

, (S72)

where we again used the fact that cosh−2 zc = 1− η2
c .

Finally, since by the definition in Equation (S60) we have

a∞ = 2β + ηc + 1, (S73)

and, hence, a∞ = O(1) as δ → 0, we may conclude by inspection of

D(ω) ' 1− αa0|λ0
0|

|λ0
0|2 + ω2

+
α(a∞ − a0)

1 + ω2
− iαω

(
a0

|λ0
0|2 + ω2

+
a∞ − a0

1 + ω2

)
, (S74)

that ω ImD(ω) < 0 and D(0) < 0 for all δ � 1 and ηc ∈ (−1, 1) fixed. Therefore, in this
case ∆ argD(ω) = −2π, and by Equation (S52) there are no negative eigenvalues for large
spherical caps in the limit δ → 0. In other words, large spherical caps are always linearly
stable for δ � 1, 1 − η2

c = O(1) and α = O(1). More precisely, for δ � 1 and ηc not
approaching ±1 a spherical cap solution is linearly stable if and only if

α > αc, αc '
δ

2(2β + 1)(1− η2
c )

3/2
. (S75)

where the asymptotic value of αc is obtained by setting D(0) = 0, to the leading order
in δ � 1, and using the asymptotic expressions in Equation (S68) and Equation (S72).
The instability is a consequence of Equation (S52) and the fact that ∆ argD(ω) = 0 when
D(0) > 0. Notice that by Equation (S28) at α = O(δ) the large cap solution exists only in
a narrow range of values of γ of width O(δ). At the same time, when α � 1, the range of
γ for existence narrows again to O(α−1), unless β . α−1. Lastly, it is easy to see that for
small cap solutions one should expect |λ0

0| = O(1) and a0 = O(δ2), since for those solutions
ū(η) is close to constant, unless 1 − η2 = O(δ2). Therefore, by the previous arguments the
small spherical cap solutions are always unstable for δ � 1.

Estimating Spatial Variation of Cytoplasmic Component

We now examine under which conditions the approximation of constant concentration of
the species on the cell membrane used to derive Equation (7) in the main body of the paper
is reasonable. To this end, we estimate the relative deviation of the concentration C on ∂Ω
from its average C̄ by solving Equations (1)–(3) at steady state with a prescribed steady
state profile of the membrane bound species B. Notice that since C solves the Laplace’s
equation in Ω, we have that C̄ is also the average value of C in Ω.

We expand the solution C = C(ρ, θ, φ) of Equation (1) written in spherical coordinates,
using spherical harmonics Y m

l in Ω:

C(ρ, θ, φ) =
∞∑
l=0

l∑
m=−l

Cm
l (ρ/r)lY m

l (θ, φ). (S76)
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From this formula, we have that the normal flux appearing in the left-hand side of Equa-
tion (3), as well as the solution itself on ∂Ω may be written as

DC(n · ∇C)|∂Ω = DC

∞∑
l=0

l∑
m=−l

lr−1Cm
l Y

m
l (θ, φ), C|∂Ω =

∞∑
l=0

l∑
m=−l

Cm
l Y

m
l (θ, φ). (S77)

On the other hand, we can also write the following expansions for B and −∆∂ΩB on ∂Ω:

B(θ, φ) =
∞∑
l=0

l∑
m=−l

Bm
l Y

m
l (θ, φ), −∆∂ΩB(θ, φ) =

∞∑
l=0

l∑
m=−l

l(l + 1)r−2Bm
l Y

m
l (θ, φ).

(S78)

Noting that by Equations (1) and (3) at steady state we have DC(n · ∇C)|∂Ω = DB∆∂ΩB,
from the above two equations we can see that for all l 6= 0 we have

DCC
m
l = −DB(l + 1)r−1Bm

l , (S79)

and, therefore, there holds

D2
C

∞∑
l=1

l∑
m=−l

|Cm
l |2 =

D2
B

r2

∞∑
l=1

l∑
m=−l

(l + 1)2|Bm
l |2 ≤

2D2
B

r2

∞∑
l=1

l∑
m=−l

l(l + 1)|Bm
l |2. (S80)

Thus, from Parseval’s identity and integration by parts we obtain

D2
C

∫ 2π

0

∫ π

0

|C(r, θ, φ)− C̄|2 sin θ dθ dφ ≤ −2D2
B

r2

∫ 2π

0

∫ π

0

B(θ, φ)∆S2B(θ, φ) sin θ dθ dφ

=
2D2

B

r2

∫ 2π

0

∫ π

0

|∇S2B(θ, φ)|2 sin θ dθ dφ.

(S81)

Thus, we have found that on average the relative deviation of the concentration C on the
cell membrane from its average value C̄ in the cytosol is√√√√〈(C − C̄

C̄

)2
〉
∂Ω

=

√∫
∂Ω

|C − C̄|2
4πr2C̄2

dA ≤ DB maxB

DCC̄r

√
1

2πmaxB2

∫
∂Ω

|∇B|2dA. (S82)

Notice that apart from the expression inside the square root in the right-hand side of Equa-
tion (S82), which is scale-free and thus only weakly depends on the solution for B (for
example, this expression is bounded by 1/4 when B is an exponentially decaying profile as
a function of θ), the left-hand side of Equation (S82) is controlled by√√√√〈(C − C̄

C̄

)2
〉
∂Ω

≤ MDBNB

3DCNC

, (S83)
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where NB = 4πr2 maxB is the maximum number of molecules that can be bound to the cell
membrane, NC = 4

3
πr3C̄ is the number of molecules in the cytosol, and M is the solution

profile shape factor given by the square root in the right-hand side of Equation (S82) and
expected to be of order unity. Thus, neglecting the variations of C across the cell membrane
is justified whenever the surface diffusion is much slower than the bulk diffusion, as well as
when the number of membrane bound molecules is smaller than that in the bulk. Using [8],
we have DB = 0.03 µm2 s−1, DC = 11 µm2 s−1, kb = 0.28 µm s−1, kd = 1 s−1, C0 =
11.621 µm−3, and r = 3.95 µm. An appropriate choice of Γ to produce a spherical cap gives
NB = 643, NC = 2749, and M = 1.523, which gives an upper bound of 3.24 × 10−4 for
the left-hand side in Equation (S83), which is clearly negligible. Of course, in reality the
estimate in (S83) is fairly conservative, and so in practice neglecting the variations of C
should always provide a very good approximation.

Parametric Analysis of Localized Patterns

Recall the five dimensionless groups defined in Equation (7) of the main text:

α :=
3

2

kb
kdr

, γ :=
kdΓ

kbC0

, δ :=
1

r

√
DB

kd
, ν, and β.

Here, we analyze how perturbations with respect to various biological and kinetic parameters
affect the formation of the stable spherical cap. Because β has no functional dependence on
any other biological parameters within the system, we shall only consider the relationships
between α, γ, and δ for ν →∞ in this section.

In this regime, we have demonstrated that the four remaining dimensionless groups satisfy
Equation (11) of the main text when a stable spherical cap may be formed. Thus, by fixing
one of α, γ, or δ and keeping β constant, we may draw two-dimensional curves that define
the edge of stability for spherical cap solutions, as shown in Figure S2. Using the definitions
of these dimensionless groups, we may observe the effects of varying different constants.

The biological parameters Γ and C0 only appear as terms in the definition of γ. There-
fore, perturbing these cellular properties has the effect of changing γ only, with no effect on
α or δ. As can be seen in Figure 3B of the main text, for a large enough perturbation of
γ in either direction, a system that initial allows for polarization may leave the domain of
stability and eventually only yield a homogeneous steady state. In a similar way, DB only
affects δ, but it can be seen that only a sufficient increase in DB may cause stable steady
state solutions to become unstable.

As both α and δ are proportional to 1/r, increasing and decreasing the radius can induce
instability for cap-like solutions, as shown in Figure S2. Because the effect on γ of decreas-
ing kb is the inverse of its effect on α, Figure S2 highlights that polarization will eventually
disappear. However, increasing kb appears to only have this effect for polarizable systems
with small α and large γ; outside this regime, the system remains stable as it approaches an
asymptote along the edge of stability. A similar effect can be seen by changing kd. However,
in this case, all dimensionless groups are affected by its variation.

Analytical Computations

Given a set of parameters (α, β, γ, δ), u(η), the axisymmetric steady state spherical cap
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Figure S2: Left: Bifurcation diagram of δ vs. α for β = 0.1, γ = 0.375. The dashed line
represents the change in α and δ as cell radius is varied. For the symmetry breaking quadruple
(α, β, γ, δ) = (0.5, 0.1, 0.375, 0.3), both increasing or decreasing the cell radius eventually
results in a loss of stable cap solution. Right: Bifurcation diagram of γ−1 vs. α for β =
0.1, δ = 0.3. Here, the dashed lines highlight the dependence of α and γ with respect to the
binding rate constant kb.

profile originating from η = −1, may be plotted by using Equations (9)-(10) of the main
text. Here, the LegendreP[,] function in Mathematica is used to calculate both u(η) and
the γ(ηc) profile described by Equation 11 of the main text.

Equation (11) defines a region in the parameter space of (α, β, γ, δ) where spherical cap
solutions are stable steady states. Here, one may plot γ as a function of α, β, and δ for
ηc ∈ (−1, 1) to observe its behavior. For sufficiently large δ at a given α and β, this function
becomes monotonically increasing in the domain of ηc. For some fixed value of γ = γ∗, the
equation γ(ηc)− γ∗ = 0 will have only one root, corresponding to one value of ηc that gives
a symmetry broken solution under this parameter set. This solution must be unstable by
the heuristic identified in the main text; if γ∗ is increased under these conditions, the profile
would suggest a larger value of ηc satisfies the root of the equation, corresponding to a larger
cap. If γ is the threshold by which patterns may form, increasing the value for γ should
intuitively decrease the possible cap size, implying the original solution corresponded to an
unstable pattern. Thus, stable patterns are restricted to locally decreasing regions of γ(ηc)
in the domain ηc ∈ (−1, 1).

As δ decreases, the γ profile becomes N -shaped, suggesting the existence of a critical
value of δ where γ(ηc) loses its monotonicity, with some ηc < 0 yielding a local maximum
for γ(ηc) and some ηc > 0 yielding a local minimum. For a given set of (α, β, δ) where γ(ηc)
exhibits cubic-like behavior, the D[,] and FindRoot[] functions in Mathematica allow for
the value of ηc to be found that correspond to the maximum and minimum. Direct calcu-
lation of γ for each δ at these points form the edge of stability for spherical caps at fixed α
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and β. Connecting these points creates a cusp-like region in parameter space, as shown in
Figure 3B of the main text. This process bounds the region where stable spherical caps may
form, and for a set of parameters (α, β, γ, δ), one can identify whether polarization is possible.

Numerical Analysis with Chebfun

The PDE from Equation (7) in the main text is a standard semi-linear PDE of the form

∂u

∂τ
= δ2∇2

S2u+N (u), (S84)

with the nonlinear operator N (u) given by:

N (u) =

(
1− α

2π

∫ 2π

0

∫ π

0

u sin θ dθ dφ

)
(β +H(u− γ))− u. (S85)

To solve PDEs of this form, the Double Fourier Sphere (DFS) method is used in space [9] and
an implicit-explicit algorithm is used in time. The DFS method is based on two-dimensional
(2D) truncated Fourier series,

u(t, φ, θ) ≈
m/2∑

j=−m/2

′
n/2∑

k=−n/2

′ ûjk(t) exp(i(jθ + kφ)), (S86)

on an equidistant n ×m longitude-latitude grid, where the primes on the summation signs
indicate that the boundary terms j = ±m/2 and k = ±n/2 are halved. When Equation (S86)
is substituted into the general semi-linear form of the PDE, a system of nm ODEs for the
Fourier coefficients ûjk(t) given by û′ = δ2Lû+N(û) is obtained, where L (a nm×nm matrix)
and N are the discretized versions of ∇2

S2 and N , respectively. L is a block-diagonal matrix
with banded blocks and may be inverted in O(mn) operations. The nonlinear operator N
can be decomposed as N(û) = N1(û)N2(û)− û, where N1 and N2 are given by:

N1(û) = 1− α

2π

∫ 2π

0

∫ π

0

u sin θ dθ dφ ≈ 1− α
m/2−1∑
j=−m/2

ûj0(t)
1 + exp(ijπ)

1− j2
, (S87)

N2(û) = F(β +H(F−1û− γ)), (S88)

where F denotes the 2D fast Fourier transform (FFT). Here, the standard implicit-explicit
IMEX-BDF4 scheme is used for time-stepping:

(25Inm − 12hL)ûn+1 = 48ûn − 36ûn−1 + 16ûn−2 − 3ûn−3

+ 48hN(ûn)− 72hN(ûn−1) + 48hN(ûn−2)− 12hN(ûn−3), (S89)

with time-step h and ûn = û(tn). At each time-step, a linear system is solved to obtain the
Fourier coefficients ûn+1 at linear cost. Therefore, the dominant cost in Equation (S89) is the
O(mn logmn) 2D FFT for the nonlinear evaluations. Because this is a multi-step formula,
it must be started with a one-step scheme. In this case, we use the LIRK4 algorithm.

As a test case, we solved the problem with the following parameters: α = 1, β = 0.1,
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γ = 0.3 and δ2 = 0.05, with the initial condition u(t = 0, x, y, z) = exp(−2(x2 +y2 +(z−1)2),
up to τ = 50. Here, we used the time-step h = 0.1 over various grid sizes m = n, with a
smooth approximation of the Heaviside function, H(x) ≈ (1 + exp(−2µx))−1 where µ =
m/(5 logm). The exact solution at steady state was found analytically through substitution
into Equations (9)-(10) of the main text. We then computed the relative L2-error between
exact and computed solutions as a function of the number of grid points. In this case, we
obtained a nearly quadratic convergence in space (see Figure S3).

102 103 104
10-6

10-4

10-2

100

Figure S3: Relative L2-error between exact and computed solutions. The convergence is
quadratic in space (up to logarithmic factors).

Following [10], independent, normally distributed initial conditions are obtained by trun-
cated spherical harmonic expansions with normalized, random coefficients c`,j ∼ N (0, 1),
given by:

u(t = 0, φ, θ) =
m∑
`=0

∑̀
j=−`

c`,jY`,j(φ, θ) =
m∑
`=0

∑̀
j=−`

c`,jP
j
` (cos θ) exp(ijφ), (S90)

for Y`,j, the spherical harmonic of degree ` and order j and P j
` , the (normalized) associated

Legendre polynomial. Functions of maximum wavelength, λ, are obtained for m = 2π/λ.
All values for u(t = 0, φ, θ) are then scaled appropriately so they are non-negative have a
mean less than 1/(2α).

Localization of Spherical Cap by Convection

The effect of cortical flows was modeled by adding a new term to the equation for the
membrane species:

∂B

∂t
= DB∇2

rS2B −∇ · (vB) + kb

(
β +

Bν

Bν + Γν

)
C − kdB, (S91)
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where v = (vθ,vφ) is some predefined velocity field with azimuthal and polar components vθ
and vφ, respectively. We considered a unidirectional profile vθ = ξ sin θ and vφ = 0, where ξ
is a constant. This flow profile is strongest near the equator and vanishes near the poles. In
the regime of fast cytoplasmic diffusion, this leads to the modified version of Equation (7):

∂u

∂τ
= δ2

(
1

sin θ

∂

∂θ

(
sin θ

∂u

∂θ

)
+

1

sin2 θ

∂2u

∂φ2

)
− ε

sin θ

∂
(
u sin2 θ

)
∂θ

+

(
1− α

2π

∫ 2π

0

∫ π

0

u sin θ dθ dφ

)(
β +

uν

uν + γν

)
− u. (S92)

The new dimensionless group, ε ≡ ξ/(kdr), can be interpreted as the ratio of the time
scale of dissociation from the membrane and the time scale of convective transport along
the surface. Transient flow that is present only during the finite time window τ ∈ [0, τc] is
modeled by multiplying the new term by a Heaviside function:

∂u

∂τ
= δ2

(
1

sin θ

∂

∂θ

(
sin θ

∂u

∂θ

)
+

1

sin2 θ

∂2u

∂φ2

)
− ε

sin θ

∂
(
u sin2 θ

)
∂θ

H(τc − τ)

+

(
1− α

2π

∫ 2π

0

∫ π

0

u sin θ dθ dφ

)(
β +

uν

uν + γν

)
− u. (S93)

Equation (S93) was solved using Chebfun, as described above. In Figure 4 of the main
text, the spherical cap was formed for ε = 1 and τc = 2 from an initially homogeneous profile,
with (α, β, γ, δ2) = (1, 0.1, 0.35, 0.05) in the regime ν � 1.
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