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Residence time calculations

In this supporting information, we employ the transfer matrix formalism to solve for the binding

lifetimes of sequences with triblock and alternating binding energies. In the zipper model (Fig. 2),

where the molecules unbind progressively from one end, the binding lifetimes obey the recursion

relationship (Eq. 2)1

tR(n) = τR(n)(r+(n+1)tR(n+1)+ r−(n)tR(n−1)+1). (S1)

This relationship says that the system will proceed from state n to state n+ 1 with probability

τR(n)r+(n+1) and to state n−1 with probability τR(n)r−(n). The new random walks starting at

these sites will begin after an average waiting time of τR(n) in state n. In the following calculations

we drop the R subscripts on t and τ used in the paper and, instead, we employ subscripts that

denote the site dependent binding energies.

Triblock sequence

Consider a sequence containing three blocks of amino acids that each have a constant binding en-

ergy. At the N-terminal end there is a block of L1 amino acids with binding energy ε f (“flanking”),

a central block of L2 amino acids binding energy εc (“center”), and a C-terminal block containing

the remaining L−L1 −L2 amino acids that again have binding energy ε f . These binding energies

determine the bond breakage rates r−(n), which take the values r f = r+e−ε f and rc = r+e−εc for

the flanking and center blocks, respectively.

We introduce transformed variables to reduce the recursion relation to a homogenous form

t(n) = θ f (n)−n/(r+− r f ) 0 < n ≤ L1, or L1 +L2 < n ≤ L

t(n) = θc(n)−n/(r+− rc) L1 < n ≤ L1 +L2 (S2)

The method described in the paper for uniform sequences can be straightforwardly applied to find
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the residence time for a molecule bound by the entire first block

u(L1 +1) = Mf
L1u(1) (S3)

= Tf(Tf
−1MfTf)

L1Tf
−1u(1) (S4)

=


θ f (1)

(
1

τ f r+
−1
)L1+1

−1

1
τ f r+

−2

θ f (1)

(
1

τ f r+
−1
)L1

−1

1
τ f r+

−2

 (S5)

where the subscripts on M and τ indicate that the flanking binding energy should be used in quan-

tities that depend on r−.

To determine the residence times for a molecule that forms n bonds where L1 < n ≤ L1 +L2

we require a second transfer matrix

u(n) = Mc
n−L1−2u(L1 +2). (S6)

The starting vector for this second round of transfer matrix propagation is given by

u(L1 +2) =

 θc(L1 +2)

θc(L1 +1)


=

 t(L1 +2)+(L1 +2)/(r+− rc)

t(L1 +1)+(L1 +1)/(r+− rc)

 (S7)

Eq. (S6) and Eq. (S7) require t(L1 +2) which cannot be obtained directly from the initial transfer

matrix. Instead, it can be found by plugging the vector elements of Eq. (S5) into Eq. (S1) which

yields

t(L1 +2) =
θ f (1)

(
−τ f r+

(
τcr+

(
bL1

f −1
)
−2bL1

f

)
−bL1

f

)
− τ f (L1τcr++1)−2τ f r+τc + τc

(2τ f r+−1)τcr+
(S8)
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where b f = 1/τ f r+− 1 = eε f is the Boltzmann weight for a bond in the flanking region. At this

point Eq. (S6) can be used to obtain lifetimes of states L1 +3 through L1 +L2 +1.

To solve for lifetimes within the third block, we repeat the boundary matching process de-

scribed above to obtain u(L1 +L2 +2). At that point, a final round of transfer matrix propagation

can be used for the final block

u(n) = Mf
n−L1−L2−2u(L1 +L2 +2). (S9)

After a tedious calculation (performed with the aid of Mathematica), the final boundary condition

r+(L) = 0 can be applied yielding

θR(1) =
b−L2

c b−L−L1
f

r−τ f r+c f cc
× (S10)(

r−
(

ccτ f

(
bL1+L2

f − τ f r+d
)
− τ f r+c f τcb`R

f

(
bL2

c −1
))

−
(
2(τ f r+)2 −3τ f r++1

)
ccbL1+L2

f

)
θR(L) =−

r+τ f

(1−2r+τc)
2 (1−2r+τ f

)2

(−bL−L1−L2−2
f +b f

)
A+

(
bL−L1−L2−2

f −1
)

B

r+τ f

(S11)

where ci = (2τir+−1), d =−b`R
f bL2

c +b`R
f +bL1+L2

f ,

A = −θ1cc
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c +1
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c
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f

+r+τ f
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(
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c bL1
f +2r+τc

(
bL2

c bL1
f +1

)
+bL1

f −1
)
+2τc

(
−ccL2 +(r+τc −1)

(
bL2

c −1
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−
(
τ f cc + τc

)(
L2 (1−2r+τc)+(r+τc −1)

(
bL2

c −1
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, (S12)

B = r2
+τ
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, (S13)

and f =
(
2r2

+τcτ f + r+
(
5τc − τ f

)
−2
)
.
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Alternating sequence

For the alternating sequence, Eq. (S1) is generalized to a pair of recursion relationships

tA(n) = pA+tB(n+1)+ pA−tB(n−1)+ τA (S14)

tB(n) = pB+tA(n+1)+ pB−tA(n−1)+ τB (S15)

where the “A” subscript refers to odd numbered sites and the “B” subscript refers to even sites. The

forward and backward probabilities are given by

pA+ =
r+

r++ rA−
pA− =

rA−
r++ rA−

(S16)

pB+ =
r+

r++ rB−
pB− =

rB−
r++ rB−

(S17)

and the site waiting times are

τA =
1

r++ rA−
(S18)

τB =
1

r++ rB−
(S19)

where the bond breakage and formation rates are related by the local binding energy ri− = r+e−εi .

Using Eq. (S14) to eliminate the A terms from Eq. (S15) we obtain

tB(n) = p2+tB(n+2)+ p2−tB(n−2)+ τ2 (S20)

where

p2+ =
pA+pB+

1− pA+pB−− pA−pB+
(S21)

p2− =
pA−pB−

1− pA+pB−− pA−pB+
(S22)

τ2 =
τA + τB

1− pA+pB−− pA−pB+
(S23)
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Eq. (S20) has a straightforward interpretation. It says that a random walk at a given B site will

remain confined to that B site and the two adjacent A sites for an average time τ2. When it exits

that cluster of three sites, the next B site it will arrive at will be the one to the right with probability

p2+ and the one to the left with probability p2−.

The similarity of Eq. (S20) to Eq. (S1) means that we can straightforwardly apply the same

matrix formalism. First, we convert the Eq. (S20) to a homogenous form using

tB(n) = θB(n)−
n
2

τ2

p2+− p2−
(S24)

The resulting homogenous equation can be re-written in the matrix form v(n+2) = M2v(n) where

v(n) =

 θB(n)

θB(n−2)

 (S25)

M2 =

 1
p2+

− p2−
p2+

1 0

 (S26)

By comparison to Eq. (S5) we can construct v(n) for all B sites

v(n) =


θB(2)

((
p2−
p2+

)n/2
−1
)

p2−
p2+

−1

θB(2)
((

p2−
p2+

) n
2−1

−1
)

p2−
p2+

−1

 (S27)

where we have used θB(0) = 0. The two elements from this vector can be used with Eq. (S14) and

Eq. (S24) to find the residence times for all A sites

tA(n) =−τ2 (pA+− pA−+n)
2(p2+− p2−)

+ τA +

θB(2)
(
(1− pA+)

(
p2−
p2+

) n−1
2
+ pA+

(
p2−
p2+

) n+1
2 −1

)
p2−
p2+

−1
(S28)

S6



In particular, we are interested in the n = 1 site

tA(1) = θB(2)pA+− τ2 pA+

p2+− p2−
+ τA (S29)

The unknown constant, θB(2), is determined from the right boundary condition tB(L) = tA(L−

1)+1/rB−. Using Eq. (S27), Eq. (S24), and Eq. (S28) we obtain

θB(2) =
(

p2−
p2+

)1− L
2
(

τA

1− pA+
+

1
(1− pA+)rB−

+
τ2

p2+− p2−

)
(S30)
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