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ABSTRACT Reaction-equilibrium constants determine the metabolite concentrations necessary to drive flux through meta-
bolic pathways. Group-contribution methods offer a way to estimate reaction-equilibrium constants at wide coverage across
the metabolic network. Here, we present an updated group-contribution method with 1) additional curated thermodynamic
data used in fitting and 2) capabilities to calculate equilibrium constants as a function of temperature. We first collected and
curated aqueous thermodynamic data, including reaction-equilibrium constants, enthalpies of reaction, Gibbs free energies
of formation, enthalpies of formation, entropy changes of formation of compounds, and proton- and metal-ion-binding constants.
Next, we formulated the calculation of equilibrium constants as a function of temperature and calculated the standard entropy
change of formation ðDfS

+Þ using a model based on molecular properties. The median absolute error in estimating DfS
+ was

0.013 kJ/K/mol. We also estimated magnesium binding constants for 618 compounds using a linear regression model validated
against measured data. We demonstrate the improved performance of the current method (8.17 kJ/mol in median absolute re-
sidual) over the current state-of-the-art method (11.47 kJ/mol) in estimating the 185 new reactions added in this work. The efforts
here fill in gaps for thermodynamic calculations under various conditions, specifically different temperatures and metal-ion con-
centrations. These, to our knowledge, new capabilities empower the study of thermodynamic driving forces underlying the meta-
bolic function of organisms living under diverse conditions.
INTRODUCTION
The First and Second Laws of Thermodynamics connect
reaction-flux directions, metabolite concentrations, and re-
action-equilibrium constants. An increasing number of sys-
tems biology methods have begun to take advantage of the
intimate connection between thermodynamics and meta-
bolism to obtain insights into the function of metabolic net-
works. These methods have been used in a number of
applications, including the calculation of thermodynami-
cally feasible optimal states (1,2), the identification of
thermodynamic bottlenecks in metabolism (3,4), and the
constraint of kinetic constants via Haldane relationships (5).

To perform thermodynamic analyses on metabolic net-
works, it is necessary to have values for the equilibrium
constants of reactions carrying flux in the network. Experi-
mentally, the equilibrium constant of a reaction is deter-
mined by calculating the mass action ratio (the ratio of
product to substrate concentrations), also called the reaction
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quotient, when the reaction is at equilibrium. A collection of
experimentally measured equilibrium constants for over 600
reactions has been published in the National Institute of
Standards and Technology (NIST) Thermodynamics of
Enzyme-Catalyzed Reactions database (TECRdb) (6).
However, the equilibrium constants of the majority of
known metabolic reactions are still unmeasured, making
computational estimation necessary. The most commonly
used approach for estimating thermodynamic constants in
aqueous solutions is the group-contribution method (7,8).
This method is based on the simplifying assumption that
the Gibbs energy of formation ðDfG

+Þ of a compound is
based on the sum of the contributions of its composing func-
tional groups, which are independent of each other. The
contribution of each group can be estimated through linear
regression, using existing data on DfG

+ and the Gibbs en-
ergies of reactions ðDrG

+Þ.
Recent iterations of group-contribution methods for reac-

tions in aqueous solutions have incorporated pH corrections
into estimations of equilibrium constants (9) and improved
accuracy by taking advantage of fully defined reaction-stoi-
chiometric loops forming First Law energy-conservation
Biophysical Journal 114, 2691–2702, June 5, 2018 2691

mailto:dczielin@ucsd.edu
http://crossmark.crossref.org/dialog/?doi=10.1016/j.bpj.2018.04.030&domain=pdf
https://doi.org/10.1016/j.bpj.2018.04.030


Du et al.
relationships within the training data (10). These methods
also have begun to take advantage of computational chem-
istry software to estimate the pKa-values of compounds as
part of thermodynamic parameter estimation. However, a
number of issues remain for thermodynamic estimation of
reaction-equilibrium constants in metabolic networks,
including 1) significant estimation errors in many cases,
which may be attributed to a number of factors, including
missing or erroneous reaction conditions; and 2) the lack
of an established method to handle correction of thermody-
namic data with respect to temperature changes across con-
ditions. Additionally, existing group-contribution methods
have not taken into account the substantial metal-ion bind-
ing of many metabolites at physiological ion concentrations,
although established theory exists to correct reaction-equi-
librium constants for metal-ion binding when ion-dissocia-
tion constants are available (11).

The geochemistry field has developed a sophisticated the-
ory to handle thermodynamic variables as a function of
temperature for a wide variety of compounds in aqueous so-
lutions (12–18). The parameters used to calculate thermody-
namic transformation across temperature are specific for
different compounds. However, the available literature
only covers less than half of the compounds in the NIST
TECRdb. Therefore, the estimation of a large number of
compound-specific parameters is required. It is possible to
use a group-contribution approach by incorporating these
parameters into the formulation of DrG

0+ and fitting them
against experimental data at different temperatures. How-
ever, because of the lack of data in necessary depth and res-
olution, the parameter estimation procedure on the fully
parameterized thermodynamic model can suffer from sig-
nificant error due to overfitting of parameters. Therefore, a
simplified approach with fewer parameters to transform
DrG

0+ across temperature is desirable.
In this study, we extend the capabilities of computational

estimation of reaction-equilibrium constants for metabolic
networks. We first curate the NIST TECRdb of reaction-
equilibrium constants to obtain missing reaction conditions
and correct any other errors. We further incorporate addi-
tional thermodynamic data, including DfG

+ and data related
to proton and metal-ion binding, from a number of other
sources (11,19–23). The equilibrium constants and
DfG

+-values are commonly used as the training data for
group contribution. The proton- and metal-ion-binding
data are required to transform DrG

0+ across different pH
and metal-ion concentrations. To enable the calculation of
equilibrium constants as a function of temperature, we adapt
the thermodynamic theory from the geochemistry literature
(12–18) given certain simplifying assumptions. The thermo-
dynamic parameters required for such calculation, DfS

+ of
aqueous species, are estimated through a regression model
using various molecular descriptors. Next, to fill gaps in
the magnesium-binding correction of equilibrium constants,
we estimate magnesium-binding constants for 618 com-
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pounds using molecular descriptors and magnesium-binding
groups defined based on known magnesium-binding com-
pounds. Finally, we incorporate these new data and function-
alities into the most recently published group-contribution
framework, termed the component contribution (10), to
obtain a new group-contribution estimator for reaction-equi-
librium constants with expanded capabilities.
MATERIALS AND METHODS

Workflow for estimation of equilibrium constants

We first introduce the workflow for estimation of equilibrium constants

illustrated in Fig. 1 A. The following sections expand upon the workflow

in greater detail. We collected and curated 4298 equilibrium constants

(K0) for 617 unique reactions measured under different conditions (temper-

ature, pH, ionic strength, metal-ion concentrations) as the training data set

for the current group-contribution method (Fig. 1 B). We also collected

DfG
+-values from multiple sources as the training data (11,19,20). We

collected and curated stability constants of metal-ion complexes from the

International Union of Pure and Applied Chemistry (IUPAC) Stability Con-

stants Database (SC-database) and DfS
+ from various literature sources and

online databases (11,19,20) (Fig. 1 C). To complete the necessary thermo-

dynamic transformations to reference conditions, we estimated different

thermodynamic properties for compounds for which data were not avail-

able. We estimated pKa-values using ChemAxon (Budapest, Hungary)

(http://www.chemaxon.com). We used regression models to estimate mag-

nesium binding constants (pKMg) and DfS
+ based on collected data.

First, we transformed all measurements to the same reference conditions

at 298.15 K, pH 7, 0 M ionic strength, and no metal concentration. We

applied a Legendre transform to account for the different ion-binding states

of each compound as in the previous component-contribution method (10).

The transformation of the Gibbs free energy of reaction across pH and ionic

strength is also based on the previous method. However, we used the Davies

equation rather than the extended Debye-H€uckel equation to calculate ac-

tivity coefficients of electrolyte solutions, as the Davies equation was

used in the previous work for thermodynamic transformations across tem-

perature (12–15). The transformation of Gibbs free energy of reaction

across different metal concentrations is based on the formulation described

by Alberty (11,24). The transformation of Gibbs free energy of reaction

across temperature is based on adapted thermodynamic theory from the

geochemistry literature (12–15) with simplifying assumptions. The relevant

equations and theory above can be found in the Supporting Materials and

Methods.

Using DrG
+ and DfG

+ data at reference conditions, we applied the

component contribution method by Noor et al. (10) and obtained estimates

of DrG
+ and DfG

+ at reference conditions. Using these values, as well as

the estimated DrS
+ to transform DrG

0+ across temperature (more details

in Results) and other thermodynamic transformations applied in the previ-

ous work (10), we are able to calculate the equilibrium constant of a given

reaction at defined temperature, pH, and ionic strength.
Curation of the IUPAC SC-database

The IUPAC SC-database contains ion-binding data, i.e., dissociation/bind-

ing/stability constants, under various conditions from primary literature.

Additionally, the database contains several different annotations for the

binding of protons and metal ions to specific aqueous species. When the

ligand is a proton, the related dissociation constant is a pKa constant,

whereas when the ligand is a metal ion such as magnesium, the dissociation

constant is a pKMg (modified to the specific ion) constant. For each com-

pound of interest, we categorized the available binding data specific to

each ion-bound state. We then corrected binding data to 0 M ionic strength

http://www.chemaxon.com


FIGURE 1 Estimation of reaction-equilibrium constants. (A) The workflow of data curation and parameter fitting for equilibrium constant estimation is

given. (B) The results of curation of equilibrium constants from the NIST TECRdb are given. (C) New thermodynamic properties generated, either collected

from sources shown or computationally estimated, are given. (D) A comparison between curated pKa data from the IUPAC SC-database as well as literature

with computationally estimated pKa-values from ChemAxon is shown. To see this figure in color, go online.
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using the Davies equation (25). For each ion-binding reaction, we calcu-

lated the median of all available binding data as the value utilized in the

fitting (Table S1, tabs 4, 5, and 7).
Features and data used in regression models to
estimate pKMg and DfS

+

For estimation of pKMg, we included a total of 140 data points (Table S1, tab

5) and 128 molecular descriptors as features for regression models. The mo-

lecular descriptors included magnesium binding groups identified from ex-

isting pKMg data (Table S1, tab 8), the charge of the compound excluding

any magnesium binding groups, sums of partial charge and numbers of

different types of atoms, and several additional molecular descriptors

from ChemAxon and RDkit. For estimation of DfS
+, we included 762

data points (Table S1, tab 3) and 195 features including group decomposi-

tions, sums of partial charge and numbers of different types of atoms, and

molecular descriptors from ChemAxon and RDkit. The molecular descrip-

tors of compound were estimated with Calculator Plugins, Marvin
16.11.21, 2016, ChemAxon (http://www.chemaxon.com) and RDKit:

open-source cheminformatics (http://www.rdkit.org). The full list of molec-

ular descriptors used can be found in Table S1, tab 15.
Comparison of regression methods using nested
10-fold cross-validation

We tested six different regression methods to estimate pKMg and DfS
+.

These methods are ridge regression, lasso regression, elastic net regulariza-

tion, random forests, extra trees, and gradient boosting. We applied nested

10-fold cross-validation to compare the performance of these regression

methods. The specific implementation of nested 10-fold cross-validation in-

volves generating an outer loop and inner loop of cross-validation. The

outer loop separates the whole dataset into 10 folds, with one fold for testing

and the rest for training in each iteration. The training data in each iteration

is further separated into 10 folds, and cross-validation is performed in the

inner loop to select the optimal model hyperparameters through grid search

(Table S1, tab 16). We repeated the nested 10-fold cross-validation on each
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regression method five different times by splitting the data into different

subdivisions.

We then assessed model performance through the median absolute resid-

ual of testing errors calculated from the outer loop, for a total of 50 folds

(10 folds � 5 repetitions). The testing errors calculated here also reflect

how well the model generalizes on unseen data and are thus used as a metric

to evaluate model performance. We also evaluated model stability by calcu-

lating the relative standard deviation (RSD, SD/mean) of hyperparameters

selected by the inner loop for a total of 50 folds (10 folds � 5 repetitions).

We evaluated both testing error and the RSD of hyperparameters when

selecting the final regression model to use. For every fitting procedure,

we applied standardization on both the training and testing set using the

mean and SD of features calculated from the training set.

The regression models, including linear models, tree-based methods, and

gradient boosting, were implemented using the Python package scikit-learn

0.19.1 (26).
Lasso regression for estimation of pKMg and DfS
+

Based on the evaluation of different regression methods through nested

10-fold cross-validation (more details in Results), we used lasso regression

as the model to estimate pKMg andDfS
+. Specifically, the objective function

to minimize is

min
w

1

2nsamples

ky� Xw k 2 þ akw k 1; (1)

where y is the vector of data with length nsamples, X is the matrix with fea-

tures in the row corresponding to each data point, w is the vector of coeffi-

cients of the model, and a is a constant that tunes the degree of the l1
penalty.

We repeated 10-fold cross-validation 100 times on pKMg and DfS
+ data

sets, respectively, to find the optimal a-values that lead to the lowest testing

errors. We then constructed a lasso-regression-based estimator for each

pKMg and DfS
+ dataset using the selected a-value and applying standardi-

zation on the dataset.
Comparison of previous and current group-
contribution method

We compared how the previous (10) and the current group-contribution

methods perform at different temperatures. Because the previous group-

contribution method does not involve an explicit term to correct for

DrG
0+ at different temperatures, we were only able to substitute different

temperatures in thermodynamic transformations and Legendre transform

(Eqs. S8 and S9, the RT term) as the temperature transformation on

DrG
0+. On the other hand, the current method includes an explicit term

ðDrS
+Þ besides the RT term to calculateDrG

0+ at different temperatures. Us-

ing the two methods, we calculated DrG
0+-values of all the TECRdb data

measured at different temperatures and the absolute residual of the esti-

mated DrG
0+-values against experimental data.

We then performed 10-fold cross-validation on the 432 reactions that

overlapped between the previous and the current group-contribution

method. Specifically, we first transformed experimentally measured

DrG
0+ data to the reference stateDrG

+ (298.15 K, pH 7, 0 M ionic strength),

with different sequential modifications on this procedure (based on the pre-

vious method). These modifications include updated media conditions, the

Davies equation to correct for the effect of ionic strength, new compound

groups, temperature correction, and metal correction. For each set of

DrG
+-values obtained, we calculated the median DrG

+ of all data points

in each unique reaction, and performed 10-fold cross-validation on those

432 DrG
+-values. We repeated this procedure 100 times by splitting the

data into different subdivisions. We then calculated the median absolute re-

sidual of 100 repetitions for each reaction.
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Additionally, we also compared how well the two methods perform on

the 185 new reactions collected in this work. The first method is based

on the previous work by Noor et al. (10), whereas the second method in

the current work is similar to the first but has several modifications,

including updated media conditions, the Davies equation, new compound

groups, and the temperature correction. We fit the group-contribution model

using both methods with DrG
+-values of the original 432 overlapping reac-

tions as training data and calculated the absolute residual in predicting

DrG
+ for the 185 new reactions as the testing set.
Calculation of standard entropy change of
formation

The standard entropy change of formation ðDfS
+Þ of the compound is not

directly available. Given the type of data available, it can be calculated

either from DfG
+ and the standard enthalpy of formation ðDfH

+Þ of the

compound

DfS
+ ¼ �

DfH
+ � DfG

+
��

T (2)

or from the standard molar entropy ðS+Þ of the compound

DfS
+ ¼ S+ �

XNe

i¼ 1

neS
+
e ; (3)

where S+e is the standard molar entropy of the element Ne composing the

compound and ne is the number of atoms for the element Ne.
Implementation and availability of source code

The updated group-contribution method has been implemented in Python

2.7.6. The source code is available on GitHub (https://github.com/bdu91/

group-contribution), together with detailed instructions on how to install

it and examples using the package.
RESULTS

Collection and curation of thermodynamic data

The workflow for estimating reaction-equilibrium constants
under given pH, temperature, ionic strength, and metal-ion
concentrations is demonstrated in Fig. 1 A (Materials and
Methods). To obtain the necessary data for this estimation,
we curated a number of databases and primary literature
sources. First of all, from the NIST TECRdb (https://
randr.nist.gov/enzyme) (6), we obtained measured equilib-
rium constants (K0) and enthalpies of reactions ðDrH

0+Þ for
617 and 207 unique reactions, respectively. Noticing a num-
ber of gaps in experimental conditions and other minor is-
sues, we curated a total of 4298 measured K0 data from
the NIST TECRdb. This curation effort resulted in 48.9%
corrected data entries, including updated experimental me-
dia conditions (35.78%), addition of new data (5.12%),
correction of K0-values (3.49%), removal of problematic
data (3.33%) (examples in Table S1, tab 13), and correction
of reaction formulae (1.14%) (Fig. 1 B).

Next, we collected data on standard Gibbs free energies
of formation ðDfG

+Þ, standard enthalpies of formation
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ðDfH
+Þ, and standard entropy of formation changes ðDfS

+Þ
for 312, 254, and 499 unique compounds, respectively
(Fig. 1 C). DfS

+ data are usually not directly measured
but instead are calculated from either DfG

+ and DfH
+

data or standard molar entropy (S�) of the compound (Mate-
rials and Methods). The above data are from multiple sour-
ces: Thermodynamics of Biochemical Reactions by Alberty
(11), the SUPCRT92 database (19), and the Organic Com-
pounds Hydration Properties Database (20).

Lastly, we collected and curated pKa data for 341 com-
pounds, magnesium binding constants for 126 compounds,
and other metal-type binding constants for 214 compounds
(including cobalt, iron, zinc, sodium, potassium, manga-
nese, calcium, and lithium) from the IUPAC SC-database
and primary literature (21–23) (Fig. 1 C). We also predicted
pKa data for 835 compounds using ChemAxon (http://www.
chemaxon.com) (Fig. 1 C). We compared the collected pKa

data and the predicted values from ChemAxon for the same
compounds (Fig. 1 D). We found that the differences
between the collected and predicted pKa-values can be as
large as 5.84 (unitless), with a median of 0.42 (unitless).
This error is a large enough difference to substantially alter
the major protonation states for metabolites containing
groups with pKa-values around physiological pH. We exam-
ined the specific cause of the largest discrepancies and
found that they are due to issues such as assignment of the
pKa-value to the wrong charged form by ChemAxon (e.g.,
4-oxo-L-proline) or error in calculating pKa-values related
to particular molecular moieties, such as nitrogenous bases
and nitrogen atoms on unsaturated rings (e.g., 20-deoxygua-
nosine 50-monophosphate, xanthine-8-carboxylate, deami-
nocozymase). We thus used measured pKa data when
available. All collected and curated data can be found in
Table S1, tabs 1–7.
Thermodynamic parameters for transformation of
DrG

0+ across temperature

We then sought to develop the capability to calculate stan-
dard transformed Gibbs energy of reaction ðDrG

0+Þ as a
function of temperature. Specifically, we adapted theory
from the geochemistry literature under constant enthalpy
and entropy assumptions (12–15), as well as the assumption
that the contribution of heat capacity to change in Gibbs en-
ergy over temperature is negligible compared to the contri-
bution of entropy (derivation in Supporting Materials and
Methods). Thus, we obtained a simple linear formulation
of DrG

0+ at a given temperature T using the standard entropy
change of reaction DrS

+ at a reference Tr (298.15 K) (deri-
vation in Supporting Materials and Methods):

DrG
0+
T ¼ DrG

0+
Tr
� ðT � TrÞDrS

+
Tr
: (4)

As DrS
+
Tr
(we use DrS

+ in later references because Tr is the
only condition of interest, and the same for DfS

+) of reac-
tions can be calculated from the DfS
+ of the compounds

involved, we sought to construct a regression model to esti-
mate DfS

+-values. Besides collecting 669 DfS
+-values for

499 compounds at different protonation states (Table S1,
tab 3) as training data, we also collected DrS

+-values from
multiple sources. These DrS

+-values are effectively linear
combinations of DfS

+-values and can also be used as
training data for DfS

+ estimation. From the NIST TECRdb,
we selected reactions with K0 data measured under at least
four different temperatures. We then calculated the DrS

+

of each reaction using the DrG
0+ of the reaction at different

temperatures based on Eq. 4, obtaining 51 DrS
+-values.

Next, we picked reactions in the NIST TECRdb with both
DrG

+ and DrH
+ data available and calculated their

DrS
+-values, obtaining 41 additional data points. Together,

we obtained a total of 762 data points for DfS
+ estimation.
Estimation of standard entropy change of
formation DfS

+

We found that simple molecular descriptors, notably the
number of atoms in the compound and the compound
charge, were highly useful as predictors for DfS

+. Specif-
ically, we found DfS

+ data to be highly correlated simply
with the total numbers of atoms in the compound, with an
R2 of 0.89 (Fig. 2 A). The DfS

+ data as a function of atom
number are separated into two main clusters, one of which
contains aqueous species with large atom numbers and large
absolute DfS

+-values (oxidized nicotinamide adenine dinu-
cleotide, reduced nicotinamide adenine dinucleotide,
oxidized nicotinamide adenine dinucleotide phosphate,
reduced nicotinamide adenine dinucleotide phosphate).
The other cluster contains a wide variety of aqueous species,
with a few categories labeled in Fig. 2 A. We noticed clear
separations among aqueous species with �5, �4, �3, and
�2 charge, but less so for those with �1, 0, and þ1 charge
(Fig. 2 A). We found the trend between DfS

+ and number of
atoms exists even more strongly among compounds within
the same homologous series, in which the compound
structures differ only by the number of CH2 units in the
main carbon chain. Specifically, DfS

+-value decreases by
�0.11 kJ/K/mol with every additional CH2 unit. This trend
was observed in a number of homologous series including
alkanes, alkenes, alkynes, aldehydes, single carboxylic
acids, amines, amides, and thiols. However, the change in
DfS

+ with respect to the number of atoms across different
homologous series is inconsistent, thus requiring additional
molecular descriptors.

As an additional descriptor, we found that partial charge
of atoms can help distinguish DfS

+ from different homolo-
gous series. For example, the carbon atoms in glycerol
(alcohol containing multiple hydroxyl groups) have larger
partial charges than those in methanol (alcohol containing
a single group). The prediction of glycerol DfS

+ from meth-
anolDfS

+ based on their difference in atom numbers yielded
Biophysical Journal 114, 2691–2702, June 5, 2018 2695
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FIGURE 2 Estimation of standard entropy change of formation DfS
�. (A) DfS

� versus number of atoms is shown. The compounds with different charges are

encoded with different colored symbols.We also labeled compounds belonging to the same category or containing the same functional groups. (B) Comparisons

of partial charges of atoms between compounds are shown. Each row contains a pair of compounds and their DfS
� data. In each pair, the DfS

� of the latter

compound can be predicted from that of the former compound(s) based on the difference in atom number. The partial charges of atoms that are different within

each pair are marked in blue. (C) Training and testing errors of nested 10-fold cross-validation (repeated five different times) on DfS
� data using six different

regression methods are shown. We also used relative standard deviation (RSD, SD/mean to assess the relative variability of linear regression model parameters

selected by the inner loops of nested cross-validation. (D) A selection of parameters in the lasso regression using 10-fold cross-validation on all DfS
� data is

shown. We repeated 10-fold cross-validation 100 times and calculated training (blue) and testing (red) errors at a from 10�5 to 10�3. The mean training and

testing errors are shown in dashed and solid black lines. The selected a at the lowest mean testing error is 2.26 � 10�4 (unitless). (E) A comparison of 762

measured DfS
� training data versus predicted DfS

�-values from the final lasso-regression model. To see this figure in color, go online.
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a smaller absolute DfS
+-value than the actual glycerol data

(Fig. 2 B) (calculation in Table S1, tab 9). The correlation of
larger partial charges of carbon atoms with larger absolute
2696 Biophysical Journal 114, 2691–2702, June 5, 2018
DfS
+ is also observed in other pairs in Fig. 2 B (deoxyribose

versus ribose, methanol þ formic acid versus glycolic acid,
benzeneþ formic acid versus benzoic acid). Besides carbon
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atoms, we also found differences in partial charges of oxy-
gen atoms to be associated with DfS

+ differences, as shown
between formic acid and oxalic acid (Fig. 2 B). After these
observations, we included the sums of absolute partial
charge of each type of atom as molecular descriptors for
the regression model.

In addition to partial charge, we also considered a number
of other molecular descriptors from ChemAxon and RDkit
(Materials and Methods). We obtained a total of 195
features and 762 DfS

+ data for regression models. We per-
formed nested 10-fold cross-validation to compare between
multiple regression models (Fig. 2 C). We selected lasso
regression as the final model to use, because it has signifi-
cantly smaller testing errors compared to more complex
methods and the least variation in parameters selected
from cross-validation compared to other linear regression
methods (Fig. 2 C). Using parameters selected from cross-
validation on the entire DfS

+ dataset (Fig. 2 D), we con-
structed a lasso-regression model and predicted 672
DfS

+-values (Table S1, tab 17). We obtained 121 predictive
variables from the final lasso model, including 1) the num-
ber of carbon, hydrogen, and oxygen atoms; 2) the partial
charge of hydrogen and oxygen atoms; 3) the formal charge
of the compound; 4) the presence of phosphate groups; and
5) the solvent-accessible surface area. The median absolute
residual of the lasso-regression model for DfS

+ estimation is
0.013 kJ/K/mol (Fig. 2 C). Because DrS

+-values are linear
combinations ofDfS

+-values, we used the final lasso-regres-
sion model to estimate the DrS

+-values for all 617 reactions
in the TECRdb (Table S1, tab 10).
Evaluation of temperature-dependent estimation
of DrG

0+

We next evaluated the performance of our method in esti-
mating DrG

0+ at different temperatures. We calculated
DrG

0+-values of all the K0 data measured at different temper-
atures in the TECRdb using the current method with esti-
mated DfS

+-values and the previous group-contribution
method (10). We calculated the absolute residuals of
DrG

0+ estimation and compared the two methods across
temperature. We found that our method resulted in smaller
residuals than the previous method in all temperature ranges
(Fig. 3 A). This result is also confirmed in different reactions
for which we identified series of K0 data measured at
different temperatures. In all those cases, our estimated
DrG

0+ across temperature agreed well with the experimental
data, in contrast to the estimations by the previous method
(Fig. 3, B–D). Additionally, we found the temperature-
dependent estimation of DrG

0+ to be quite robust in the tem-
perature range of available data in the TECRdb (0–90�C),
which covers the living conditions of most organisms.
Examining reactions for which DrG

+-values are predicted
to be sensitive to change in temperature (large DrS

+/DrG
+

ratio), a number of interesting cases in central metabolism
were identified, including malate dehydrogenase, amino
acid transaminase, and transketolase (Table S1, tab 14).
Estimation of unknown magnesium binding
constants

In addition to its dependence on temperature, the standard
transformed Gibbs free energy of the compound ðDfG

0+Þ
can also depend on pH and the concentrations of metal
ions because of the presence of different protonation states
and various metal bound species. Specifically, DfG

0+ can
be calculated based on the standard transformed Gibbs en-
ergies of its different ion bound states (DfG

0+
1 , DfG

0+
2 , etc.)

through Legendre transform (11).

DfG
0+ ¼ �RTln

(XNiso

i¼ 1

exp

�
� DfG

0+
i

RT

�)
: (5)

The equation can be rewritten as

DfG
0+ ¼ DfG

0+
1 � RTln

�
1þ exp

�
DfG

0+
1 � DfG

0+
2

RT

	

þ exp

�
DfG

0+
1 � DfG

0+
3

RT

	
þ.



; (6)

where DfG
0+
1 is the Gibbs energy of a particular ion-bound

state (typically with the least hydrogens and metal ions
bound). The Gibbs energy of a specific ion-bound state
ðDfG

0+
i Þ can then be written in terms of DfG

0+
1 and the bind-

ing polynomial Pi,

DfG
0+
i ¼ DfG

0+
1 � RT ln Pi; (7)

where Pi is expressed in terms of the proton concentration
and metal-ion concentration as well as the binding constants
of successive proton- and metal-ion-binding steps to obtain
the ith ion-bound state (11) (derivation in Supporting Mate-
rials and Methods). Therefore, metal-binding constants are
important parameters that affect DfG

0+ and subsequently re-
action-equilibrium constants.

We focused on magnesium binding, because the magne-
sium ion is well-known to bind to various metabolites and
its binding to ATP and other phosphate-containing com-
pounds has been characterized experimentally (27,28).
However, magnesium-binding data is still lacking for a large
number of compounds that contain similar structural groups
to those known to bind magnesium, suggesting that many
more compounds may have substantial magnesium binding
than have been measured.

Based on the structures of compounds with known mag-
nesium binding, we determined 31 magnesium-binding
groups (Table S1, tab 8), most of which are phosphate and
carboxyl groups. We were unable to determine the specific
binding groups for certain categories of compounds that
Biophysical Journal 114, 2691–2702, June 5, 2018 2697



FIGURE 3 Evaluation of temperature-dependent estimation ofDrG
0�. (A) A comparison of absolute residuals on estimatingDrG

0� at different temperatures

between the previous group-contribution method (10) and the current method is shown. For all the TECRdb data measured at different temperatures, we

estimated the DrG
0�-values using the previous method and the current method and calculated the absolute residual against experimental data. For clarity

in comparison, we divided the entire temperature range into windows with 5 K difference. (B) Estimated DrG
0�-values for the fumarate hydratase reaction

at different temperatures using the previous method and the current method are given. (C) Estimated DrG
0�-values for the 1-piperidine-2-carboxylate reduc-

tase reaction at different temperatures using the previous method and the current method are given. (D) Estimated DrG
0�-values for the xylose isomerase

reaction at different temperatures using the previous method and the current method are given. To see this figure in color, go online.
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were measured to complex with magnesium, including nu-
cleobases, ribonucleosides, and purine derivatives. To try
to capture metabolite properties responsible for Mg binding
in these cases, we added molecular properties (Materials
and Methods) as additional descriptors. Together, we used
128 features and 140 measured magnesium-binding con-
stants to construct several candidate regression models for
the prediction of magnesium-dissociation constants. We
performed nested 10-fold cross-validation to compare be-
tween multiple regression models (Fig. S2, A and B). We
selected lasso regression as the best predictor because of
its superior generalizability compared to more complex
methods (Fig. S2 A) and stable model parameters across
cross-validation replicates compared to other linear methods
(Fig. S2 B). Using 140 measured magnesium-binding con-
stants as training data, we constructed a lasso-regression
model with parameters tuned through cross-validation
(Fig. 4 A) and predicted 1707 magnesium-binding constants
for aqueous species from 618 compounds (Table S1, tab 5).
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We obtained 35 predictive variables from the final lasso
model, including the formal charge, the solvent-accessible
surface area, the presence of various phosphate groups for
magnesium binding, the partial charge of nitrogen atoms,
the compound charge excluding its magnesium-binding
groups, and the dipole moment of the molecule. We found
34 of the 618 compounds are predicted to bind to magne-
sium at physiological concentrations (2–3 mM) (29). The
median absolute residual of the lasso-regression model for
magnesium-binding-constant estimation is 0.39 (unitless),
as calculated by the nested 10-fold cross-validation
(Fig. S2 A).
Estimation of standard Gibbs free energy of
reaction

Utilizing the curated and estimated datasets mentioned
above, as well as the estimation of DrS

+, we adapted the
most recent group-contribution-based method, termed



FIGURE 4 Estimation of compound magnesium

binding constants (pKMg). (A) A selection of pa-

rameters in the lasso regression using 10-fold

cross-validation on all pKMg data is given. We

repeated 10-fold cross-validation 100 times and

calculated training (blue) and testing (red) errors

at a from 10�3 to 10�1. The mean training and

testing errors are shown in dashed and solid black

lines. The selected a at the lowest mean testing er-

ror is 0.0105 (unitless). (B) A comparison of 140

measured pKMg training data versus predicted

pKMg-values from the final lasso-regression model

is shown. To see this figure in color, go online.
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component contribution (10), to calculate reaction-equilib-
rium constants for a set of 617 unique reactions in the
NIST TECRdb. Besides the addition of transformation of
DrG

0+ across temperature, we also included 17 novel group
definitions to account for compounds with new functional
groups not covered by the previous component-contribution
method. The novel group definitions can be found in
Table S1, tab 11. Additionally, we used the Davies equation
(25) rather than the extended Debye-H€uckel equation (used
in the previous component-contribution method (10)) to cor-
rect for the effect of ionic strength, as the Davies equation
was used in the previous work on temperature-dependent
thermodynamic calculations (12–15). We also showed that
the Davies equation was slightly more effective in correct-
ing data at high ionic strength compared to the extended
Debye-H€uckel equation (Fig. S5). On top of the new func-
tionalities, we also added additionalDrG

+-values for 185 re-
actions and DfG

+-values for 178 compounds over the
dataset used in the previous method.

We compared the accuracy of the updated component-
contribution method with the previous work using repeated
10-fold cross-validation (Materials and Methods) for a set of
432 overlapping reactions (10). We applied the modifica-
tions mentioned above sequentially on the framework to
examine how each new functionality affects the estimation
error globally (Fig. S4 A). We first noted that the updated
media conditions increased the median absolute residual
of DrG

+ estimation (6.21 kJ/mol), which we found to be
due to the addition of data at high ionic strength (>0.5 M,
beyond the working range of the Davies equation). Removal
of those data resulted in similar errors as in the previous
work (5.95 kJ/mol). We found a modest decrease in median
absolute residual with the additional group definitions
(5.82 kJ/mol) and capability to transform Gibbs energy of
reaction across temperature (5.71 kJ/mol) (Fig. S4 A). Sur-
prisingly, we observed a considerable increase in error
(6.47 kJ/mol) after applying the correction on magnesium
concentration globally (Fig. S4 A). We investigated this
issue in detail and found that problems related to inconsis-
tency in measured K0 data (involving magnesium binding)
and report of total magnesium concentration can be major
sources of error, even though the correction works with
well curated data (Supporting Materials and Methods).
Therefore, we proceed by omitting the global correction
on magnesium concentration from our procedure.

Additionally, we compared our method to the most recent
method by predicting DrG

+ for 185 new reactions collected
in this work, using the 432 overlapping previous reactions as
training data. We found the median absolute residual from
the current method (8.17 kJ/mol) is notably smaller than
that from the previous work (11.47 kJ/mol) (Fig. S4 B).

To summarize, we included the Davies equation, new
group definitions, and temperature transformation capabil-
ities but not the magnesium correction in our final group-
contribution framework. We used the equilibrium constants
from the TECRdb and the collected DfG

+-values as the
training data (Table S1, tabs 1and 3). Additionally, we
used the collected pKa data from the SC-database when
possible and estimated the rest using ChemAxon
(Table S1, tab 4). Overall, our method led to improved per-
formance compared to the most recent group-contribution
method while adding the capability to correct equilibrium
constants with respect to temperature and substantially ex-
panding the scope of predictions and thermodynamic data-
sets used in estimation.
DISCUSSION

In this work, we expanded the scope of thermodynamic cal-
culations to more compounds and reactions with both
curated and estimated data and also extended the group-
contribution methods for estimating reaction-equilibrium
constants to account for variations in temperature. We first
collected and curated thermodynamic data including K0,
DrH

0+, DfG
+,DfH

+,DfS
+, and various ion-binding constants

from a number of databases. We then applied an existing
thermodynamic theory with simplifying assumptions to
enable the calculation of Gibbs free energy of reaction
across temperature and estimated the necessary parameters
ðDfS

+Þ using a linear regression model. We also estimated
magnesium-binding constants for 618 compounds using
molecular descriptors and magnesium-binding groups based
on existing binding data. With new capabilities and new
data, we utilized an updated group-contribution method to
Biophysical Journal 114, 2691–2702, June 5, 2018 2699
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calculate equilibrium constants with improved accuracy
over previous work.

The curation of the NIST TECRdb revealed that fully
specified media conditions, which influence the ionic
strength and metal-ion-concentration corrections, were
often lacking. Surprisingly, curating the literature and filling
in media conditions did not improve the resulting fit on the
estimation of equilibrium constants, with one possible cause
that we added data at high ionic strengths that exceed the in-
tended range of the Davies and Debye-H€uckel models for
chemical activity. Another possible source of error could
be related to the relatively simple model used to account
for the effect of ionic strength on activity coefficients of
aqueous electrolytes. The Davies equation fails to account
for specific interactions between various ions present in so-
lution and is unable to calculate activity coefficients at tem-
peratures other than 298.15 K. Equations with a more
comprehensive handling of these thermodynamic theories
are established (12–15,30,31) but require substantially
more data than is currently available for the vast majority
of compounds.

Utilizing reasonable assumptions of constant enthalpy
and entropy over the range of biological interest, we formu-
lated a simplified approach to calculate temperature trans-
formation of Gibbs energy of reaction and reduced the
number of parameters needed for estimation drastically.
With the incorporation of temperature transformation capa-
bilities, we obtained similar errors in estimating DrG

+

compared to the previous method (10) (Fig. S4 A). Such
similar errors seem to be largely due to the fact that most
of the data were measured not far from 298.15 K (83.5%
of the data were measured under 295.15–313.15 K), result-
ing in a minor change in correction of K0 to the reference
conditions. However, we do predict large changes in the
Gibbs energy of many reactions at high temperatures (ap-
proaching 373 K), which thus may be significant for high-
interest thermophilic organisms such as those living in hot
springs and hydrothermal vents.

The compound-specific parameter required for tempera-
ture transformation in our simplified model is DfS

+, which
is missing for a large number of compounds in the TECRdb.
Using a regression model, we predicted DfS

+ of a compre-
hensive collection of compounds with high accuracy by
identifying key chemical properties such as number of
atoms and partial charge. The linear correlation of other
thermodynamic properties (e.g., standard molar entropy,
standard partial molal volume, DfG

+) with number of atoms
has been demonstrated in previous work (32–35), but only
for compounds in the same homologous series. We found
the partial charge of atoms to be useful to distinguish
DfS

+ from different homologous series, possibly because
of the fact that the partial charge of atoms of the aqueous
species influences its interaction with surrounding water
molecules. The regression model was unable to clearly
differentiate DfS

+ of compounds within certain categories,
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however, such as monosaccharides and disaccharides. For
example, the differences in DfS

+ for fructose, mannose,
and sorbose are around 10 to 20 J/K/mol, whereas the model
only predicts up to 5 J/K/mol difference because of their
similar chemical properties. Such error is not evident
when evaluating the accuracy of DfS

+ estimation, as DfS
+

of monosaccharides are around 1000 J/K/mol. However,
when calculating DrS

+ of the isomerization reaction be-
tween monosaccharides, we found that the errors of DfS

+

prediction, though small compared to DfS
+-values, are sig-

nificant compared to the calculated DrS
+-values. We

observed this issue to be prevalent for a number of reactions
in the NIST TECRdb. Thus, identification of new molecular
properties or additional features describing group interac-
tions to more accurately differentiate these complex carbo-
hydrates can be a productive next step to improve DfS

+

estimation. Additionally, the error in DfS
+ estimation can

be incorporated into the calculation of confidence intervals
developed by the previous method (10), offering the capa-
bility to assess the error in estimating DrG

0+ at different
temperatures.

We demonstrated that magnesium-binding groups (spe-
cifically the phosphate groups) that could be identified
from known magnesium-binding compounds are useful fea-
tures to estimate magnesium-binding constants with good
accuracy. However, we found a number of compounds that
complex with magnesium do not contain the binding groups
we defined. These compounds include nucleobases, ribonu-
cleosides, deoxyribonucleosides, purine derivatives, and
small chemicals such as ammonia, thiocyanate, and urea.
Currently, we use molecular properties to describe their
binding to magnesium. Such an issue in identifying the
chemical moiety responsible for magnesium binding can
still make it difficult to extend our predictions to new com-
pounds with similar structures as the compounds described
above. The approach of estimating magnesium-binding con-
stants can also be applied to other metals. However, we did
not perform such predictions here because of the scarcity of
binding data available for other metals.

We found the overall error in estimating DrG
+ increases

with the incorporation of magnesium correction using
curated and predicted magnesium binding data (Fig. S4
A). We identified inconsistency in K0 data (with magnesium
binding involved) to be one primary source of error. Another
source of error can be due to the uncertainty in estimation of
magnesium-binding constants and missing binding data for
other metals. Additionally, most measurements only re-
ported total metal-ion concentrations, whereas the metal-
correction formulation uses free-metal-ion concentrations.
Therefore, additional effort is necessary to calculate free-
metal-ion concentrations from measured data. Because of
the lack of binding data and uncertainty in estimated data,
an iterative approach might be taken in which free-metal-
ion concentrations calculated using the current binding
data are applied to optimize the binding data, which
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are then fed into the calculation of free-metal-ion
concentrations.

The current work expands opportunities toward an under-
standing of thermodynamic factors underlying metabolic
network and function in biological systems. This area has
generated a number of exciting results, such as the discovery
that amino acid biosynthesis, which is endergonic at surface
conditions, is exergonic under the conditions of life in hy-
drothermal vents (36). Another recent effort proposed prote-
omic constraints because of thermodynamic bottlenecks as a
critical factor underlying metabolic pathway choice (4). As
methods for estimating the thermodynamic properties of
metabolic networks continue to improve, these efforts are
likely to be increasingly fruitful in uncovering the physical
constraints driving the function and evolution of metabolic
networks.
CONCLUSION

The work here provides an updated group-contribution
method with an expanded set of thermodynamic data and
extended capabilities to calculate equilibrium constants as
a function of temperature. We collected and curated thermo-
dynamic data for compounds and reactions from a number
of databases and primary literature sources. We established
a simple yet well-justified framework, which includes for-
mulations derived from existing theory and the necessary
parameters ðDfS

+Þ, to calculate equilibrium constants as a
function of temperature. We also used molecular properties
and magnesium binding groups defined from existing data
to estimate magnesium-binding constants for 618 com-
pounds through a linear regression model. Taken together,
this work fills a gap in previous group-contribution methods
to calculate equilibrium constants to temperature conditions
and better correct for magnesium-ion binding. These efforts
should facilitate the growing number of applications to
apply thermodynamic principles to better understand cell
metabolism.
SUPPORTING MATERIAL

Supporting Materials and Methods, six figures, and one table are available at

http://www.biophysj.org/biophysj/supplemental/S0006-3495(18)30524-1.

AUTHOR CONTRIBUTIONS

B.D. and D.C.Z. conceived and designed the study. B.D., Z.Z., S.G., J.T.Y.,

and D.C.Z. collected the data. B.D. and D.C.Z. performed the analysis.

B.D., Z.Z., S.G., J.T.Y., B.O.P., and D.C.Z. wrote the manuscript. B.D.

and J.T.Y. wrote the Supporting Materials and Methods. All authors read

and approved the final content.
ACKNOWLEDGMENTS

We would like to thank Nikolaus Sonnenschein for valuable discussions.

We would also like to thank the reviewers for their thoughtful comments.
This work was supported by the Novo Nordisk Foundation Grant Number

NNF10CC1016517.
SUPPORTING CITATIONS

References (37–53) appear in the Supporting Material.
REFERENCES

1. Henry, C. S., L. J. Broadbelt, and V. Hatzimanikatis. 2007. Thermody-
namics-based metabolic flux analysis. Biophys. J. 92:1792–1805.

2. Hamilton, J. J., V. Dwivedi, and J. L. Reed. 2013. Quantitative assess-
ment of thermodynamic constraints on the solution space of genome-
scale metabolic models. Biophys. J. 105:512–522.

3. K€ummel, A., S. Panke, and M. Heinemann. 2006. Putative regulatory
sites unraveled by network-embedded thermodynamic analysis of me-
tabolome data. Mol. Syst. Biol. 2:2006.0034.

4. Noor, E., A. Bar-Even, ., R. Milo. 2014. Pathway thermodynamics
highlights kinetic obstacles in central metabolism. PLoS Comput.
Biol. 10:e1003483.

5. Beard, D. A., K. C. Vinnakota, and F. Wu. 2008. Detailed enzyme ki-
netics in terms of biochemical species: study of citrate synthase. PLoS
One. 3:e1825.

6. Goldberg, R. N., Y. B. Tewari, and T. N. Bhat. 2004. Thermodynamics
of enzyme-catalyzed reactions–a database for quantitative biochem-
istry. Bioinformatics. 20:2874–2877.

7. Mavrovouniotis, M. L. 1990. Group contributions for estimating stan-
dard gibbs energies of formation of biochemical compounds in aqueous
solution. Biotechnol. Bioeng. 36:1070–1082.

8. Jankowski, M. D., C. S. Henry, ., V. Hatzimanikatis. 2008. Group
contribution method for thermodynamic analysis of complex metabolic
networks. Biophys. J. 95:1487–1499.

9. Noor, E., A. Bar-Even, ., R. Milo. 2012. An integrated open frame-
work for thermodynamics of reactions that combines accuracy and
coverage. Bioinformatics. 28:2037–2044.

10. Noor, E., H. S. Haraldsdóttir,., R. M. Fleming. 2013. Consistent esti-
mation of Gibbs energy using component contributions. PLoS Comput.
Biol. 9:e1003098.

11. Alberty, R. A. 2003. Thermodynamics of Biochemical Reactions. John
Wiley & Sons, Hoboken, NJ.

12. Helgeson, H. C., and D. H. Kirkham. 1974. Theoretical prediction of
the thermodynamic behavior of aqueous electrolytes at high pressures
and temperatures; I, Summary of the thermodynamic/electrostatic
properties of the solvent. Am. J. Sci. 274:1089–1198.

13. Helgeson, H. C., and D. H. Kirkham. 1974. Theoretical prediction of
the thermodynamic behavior of aqueous electrolytes at high pressures
and temperatures; II, Debye-Huckel parameters for activity coefficients
and relative partial molal properties. Am. J. Sci. 274:1199–1261.

14. Helgeson, H. C., and D. H. Kirkham. 1976. Theoretical prediction of
the thermodynamic properties of aqueous electrolytes at high pressures
and temperatures. III. Equation of state for aqueous species at infinite
dilution. Am. J. Sci. 276:97–240.

15. Helgeson, H. C., D. H. Kirkham, and G. C. Flowers. 1981. Theoretical
prediction of the thermodynamic behavior of aqueous electrolytes by
high pressures and temperatures; IV, calculation of activity coefficients,
osmotic coefficients, and apparent molal and standard and relative par-
tial molal properties to 600 degrees C and 5kb. Am. J. Sci. 281:1249–
1516.

16. Shock, E. L., and H. C. Helgeson. 1988. Calculation of the thermody-
namic and transport properties of aqueous species at high pressures and
temperatures: correlation algorithms for ionic species and equation of
state predictions to 5 kb and 1000�C. Geochim. Cosmochim. Acta.
52:2009–2036.

17. Plyasunov, A. V., and E. L. Shock. 2001. Correlation strategy for deter-
mining the parameters of the revised Helgeson-Kirkham-Flowers
Biophysical Journal 114, 2691–2702, June 5, 2018 2701

http://www.biophysj.org/biophysj/supplemental/S0006-3495(18)30524-1
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref1
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref1
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref2
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref2
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref2
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref3
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref3
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref3
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref3
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref4
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref4
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref4
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref5
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref5
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref5
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref6
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref6
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref6
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref7
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref7
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref7
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref8
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref8
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref8
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref9
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref9
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref9
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref10
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref10
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref10
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref11
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref11
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref12
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref12
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref12
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref12
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref13
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref13
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref13
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref13
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref14
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref14
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref14
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref14
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref15
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref15
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref15
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref15
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref15
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref15
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref16
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref16
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref16
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref16
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref16
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref16
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref17
http://refhub.elsevier.com/S0006-3495(18)30524-1/sref17


Du et al.
model for aqueous nonelectrolytes. Geochim. Cosmochim. Acta.
65:3879–3900.

18. Plyasunov, A. V., J. P. O. Connell, ., E. L. Shock. 2001. Semiempir-
ical equation of state for the infinite dilution thermodynamic functions
of hydration of nonelectrolytes over wide ranges of temperature and
pressure. Fluid Phase Equilib. 183:133–142.

19. Johnson, J. W., E. H. Oelkers, and H. C. Helgeson. 1992. SUPCRT92: a
software package for calculating the standard molal thermodynamic
properties of minerals, gases, aqueous species, and reactions from 1
to 5000 bar and 0 to 1000�C. Comput. Geosci. 18:899–947.

20. Plyasunova, N. V., A. V. Plyasunov, and E. L. Shock. 2004. Database of
thermodynamic properties for aqueous organic compounds. Int. J.
Thermophys. 25:351–360.

21. Pettit, L. D., and K. J. Powell. 2006. The IUPAC stability constants data-
base. Chemistry International – Newsmagazine for IUPAC. 28:14–15.

22. Kort€um, G., and K. Andrussow. 1961. Dissociation Constants of
Organic Acids in Aqueous Solution. Butterworths, London, UK.

23. Perrin, D. D. 1965. Dissociation Constants of Organic Bases in
Aqueous Solution. Butterworths, London, UK.

24. Alberty, R. A. 1968. Effect of pH and metal ion concentration on the
equilibrium hydrolysis of adenosine triphosphate to adenosine diphos-
phate. J. Biol. Chem. 243:1337–1343.

25. Davies, C. W. 1938. 397. The extent of dissociation of salts in water.
Part VIII. An equation for the mean ionic activity coefficient of an elec-
trolyte in water, and a revision of the dissociation constants of some
sulphates. J. Chem. Soc. 0:2093–2098.

26. Pedregosa, F., G. Varoquaux,., É. Duchesnay. 2011. Scikit-learn: ma-
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Transformation of standard Gibbs free energy of forma-
tion (∆fG

◦) of aqueous species across temperature

Considering constant pressure, the standard Gibbs free energy
of formation of an aqueous species at a given temperature T
and the reference temperature Tr (298.15 K) can be written
as ∆fG

◦
T and ∆fG

◦
Tr , respectively. Based on the Second law

of thermodynamics,

∆fG
◦
T = ∆fH

◦
T − T∆fS

◦
T [1]

∆fG
◦
Tr = ∆fH

◦
Tr − Tr∆fS

◦
Tr . [2]

Subtracting Equation 1 by Equation 2, we get

∆fG
◦
T = ∆fG

◦
Tr + (∆fH

◦
T −∆fH

◦
Tr )−

T (∆fS
◦
T −∆fS

◦
Tr )− (T − Tr)∆fS

◦
Tr

[3]

Using the definition of enthalpy and entropy in terms of heat
capacity at constant pressure (1, 2), Equation 3 is expressed
as

∆fG
◦
T = ∆fG

◦
Tr +

∫ T

Tr

CPrdT−

T

∫ T

Tr

CPrd lnT − (T − Tr)∆fS
◦
Tr

[4]

where CPr is the heat capacity of the aqueous species at Tr.
It is worth mentioning that the formulation above is slightly
different from that in the geochemistry literature (1, 2), where
we replaced S◦Tr with ∆fS

◦
Tr .

Based on Shock et al. (2), the heat capacity of an aqueous
species is a function of temperature and depends on three
parameters c1, c2, and ω, which are different for different aque-
ous species. We found that heat capacities of aqueous species
at different temperatures generally vary in a small range from
their values at Tr. Specifically, we examined a total of 399 com-
pounds with data available (3) and found that their CP values
at different temperatures vary maximally around 16% from
their CPr values, for the temperature range we are working
with (283.5 K to 360.5 K). The temperature range is based on
temperatures of measured data in TECRdb (4). Additionally,
the maximum variation in CP across temperature is smaller
than that across different compounds, as shown in Figure S1A.
Thus, given the assumption that heat capacity is a constant
with respect to temperature, we take integrals in Equation 4
and get

∆fG
◦
T = ∆fG

◦
Tr + CPr (T − Tr)−

TCPr ln
(
T

Tr

)
− (T − Tr)∆fS

◦
Tr .

[5]

Combining the terms involving CPr , we have

∆fG
◦
T = ∆fG

◦
Tr +

[
T − Tr − T ln

(
T

Tr

)]
CPr−

(T − Tr)∆fS
◦
Tr

[6]

From Equation 6, we have the term involving CPr and the
term involving ∆fS

◦
Tr together affecting the change of standard

Gibbs free energy of formation across temperature.
We define the coefficient in front of CPr to be a (a =

T − Tr − T ln
(

T
Tr

)
) and the coefficient in front of ∆fS

◦
Tr to

be b (b = T − Tr). Comparing the magnitude of a and b as a
function of temperature, we found that a is much smaller than
b (Figure S1B). The value of a/b is at most 0.025 for the most
frequent temperatures of TECRdb measured data (295.5 K to
313.5 K), and at most 0.1 in the overall temperature range of
interest.

Given that CPr and ∆fS
◦
Tr of the same aqueous species are

generally on the same order of magnitude (Figure S1C) and
CPr coefficient is much smaller than ∆fS

◦
Tr coefficient, it is

reasonable to neglect the term involving CPr in Equation 6.
Thus, we have

∆fG
◦
T = ∆fG

◦
Tr − (T − Tr)∆fS

◦
Tr [7]

to transform the standard Gibbs free energy of formation of
an aqueous species across temperature.

Equilibrium constant as a function of pH, temperature,
ionic strength and metal ion concentration

In aqueous solutions, each compound exists as several different
pseudoisomer forms distributed according to the Boltzmann
distribution. The pseudoisomer forms refer to the different
protonation and ion bound states of the same compound (5, 6).
For example, the pseudoisomer forms of orthophosphate in-
clude but are not limited to PO3−

4 and MgPO−4 . Adapted
from Alberty (6) and the formulation in the last section, the
standard transformed Gibbs free energy of formation of pseu-
doisomer i (∆fG

′◦
i ) of a given compound under certain pH,

temperature (T ), ionic strength (I) and metal ion concentra-
tion (pM) is expressed as
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∆fG
′◦
i = ∆fG

◦
i (I = 0, Tr)− (T − Tr)∆fS

◦
i +

NH(i)RT ln(10)pH−NM(i)(∆fG
◦
M (T )−

RT ln(10)pM)−RTα(z2
i −NH(i))

( √
I

1 +
√
I
− 0.3I

) [8]

where ∆fS
◦
i is the standard entropy change of formation of

pseudoisomer i at 298.15 K, zi, NH(i), and NM(i) are the
charge, number of hydrogen atoms and number of metal ions
M bound to pseudoisomer i (due to availability of metal bind-
ing data, we only handle pseudoisomer form bound with at
most one type of metal ion), ∆fG

◦
M (T ) is the standard Gibbs

free energy of formation of aqueous ionic metal species M at
T (can be calculated using equations and data from Shock et
al. (2)), pM (pM = − log10[Mm+]) is the potential of ionic
metal species M with concentration [M] and charge +m in
aqueous solutions, and α is the Debye-Hückel Constant and is
temperature dependent (6). The correction on ionic strength
is based on Davies equation, which is an empirical extension
of Debye–Hückel theory and can be used to calculate activity
coefficients of electrolytes at relatively high ion concentrations
(7).

The standard transformed Gibbs free energy of formation of
the compound (∆fG

′◦
j ) can be calculated based on the energies

of its pseudoisomer forms using Legendre transform (6):

∆fG
′◦
j = −RT ln

{
Niso∑
i=1

exp
[
−∆fG

′◦
i

RT

]}
. [9]

Additionally, the equilibrium mole fraction mi of the ith
pseudoisomer in the pseudoisomer group is given by

mi = exp
{

∆fG
′◦
j −∆fG

′◦
i

RT

}
[10]

The standard transformed Gibbs free energy of reaction
(∆rG

′◦) can thus be calculated based on the energies of its
participating compounds (∆fG

′◦
j ) and their corresponding

stoichiometries (rj) in the reaction

∆rG
′◦ =

N∑
j=1

rj∆fG
′◦
j [11]

Thus, we are able to calculate thermodynamics of the re-
action as a function of pH, temperature, ionic strength and
metal ion concentrations.

Under a specified condition, we can identify the dominant
pseudoisomer form for a compound (the form with the largest
concentration). Such dominant form also has a dominant
contribution to the Gibbs free energy of formation of the com-
pound, according to Equation 10 (mi = 1 when ∆fG

′◦
j =

∆fG
′◦
i ). Therefore, the transformation of ∆rG

′◦ across tem-
perature can be calculated as ∆rS

◦
Tr =

∑N

j=1 rj∆fS
◦
j , where

∆fS
◦
j of the compound can be approximated to that of its

dominant pseudoisomer form. We thus have

∆rG
′◦
T = ∆rG

′◦
Tr − (T − Tr)∆rS

◦
Tr [12]

The reaction equilibrium constant can thus be calculated
through the equation

∆rG
′◦ = −RT lnK′. [13]

The above procedures can also be used to transform the
measured equilibrium constants to ∆rG

◦ at the reference state
(298.15 K, pH 7, 0M ionic strength, no metal ion), by applying
corrections on pH, ionic strength and metal ion concentrations
as in Equation 8 and correction on temperature as in Equa-
tion 12. Then, we can use corrected ∆rG

◦ data to estimate
∆rG

◦ and ∆fG
◦ for new reactions and compounds, based

on the latest group contribution method, termed component
contribution (8).

Example of binding constant and binding polynomial
formulation

We introduce the concept of binding constant and describe its
relationship with the binding polynomial. Binding constant
describes the equilibrium of binding and unbinding reaction
between a receptor (compound) and a ligand (proton, metal
ion). Here, we specifically refer the binding constant to be
the equilibrium constant of the unbinding step. For example,
a reactant is composed of three ion bound states: A (with
least hydrogens and metal ions bound), HA (A bound with
H+), MgHA (A bound with H+ and Mg2+). There are two
binding steps between A and MgHA: HA 
 A + H+ and
MgHA 
 HA + Mg2+. The respective binding constants are

K1 = [A][H+]
[HA] [14]

K2 = [HA][Mg2+]
[MgHA] [15]

For practical purposes, it is more convenient to express the
logarithmic form of the constants, where pK1 = −log10K1
and pK2 = −log10K2. Based on the type of ligand, pK1 is
known as the acid dissociation constant (pKa) and pK2 is
the stability constant for magnesium binding (pKMg). The
logarithmic form of the binding constant is what we used for
estimation in regression models and calculation in the group
contribution framework.

Binding polynomial gives the partition of a reactant be-
tween various aqueous species that make it up. Binding polyno-
mial is the measure of the difference in Gibbs energy between
one ion bound state and another. For convenience of calcula-
tion, we usually write the binding polynomial of an ion bound
state with respect to the one with the least hydrogens and
metal ions bound. Thus, the binding polynomial P of MgHA
is defined as (6):

P = [A] + [HA] + [MgHA]
[A] [16]

Substituting Equations 14 and 15 into 16, we get

P = 1 + [H+]
K1

+ [H+][Mg2+]
K1K2

[17]

The energy difference between A and MgHA is −RT lnP , which
can be used in Equation 9 of the main text and calculate
∆fG

′◦ of the reactant. Therefore, binding polynomial can be
expressed in terms of proton and metal ion concentrations, as
well as the binding constants of different binding steps. This
example can be extended to any other ion bound states with
defined number of hydrogens and metal ions bound.
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Case studies on correcting K ′ data measured at differ-
ent magnesium concentrations

Through several case studies, we examined how well the magne-
sium binding constants correct K′ data measured at different
magnesium concentrations to the same reference conditions.
Specifically, we transformed the ∆rG

′◦ data calculated from
K′ (∆rG

′◦ = −RT lnK′) to the reference state ∆rG
◦ (298.15

K, pH 7, 0 M ionic strength, no metal ion) using Legendre
transforms (6). The resulting reference state ∆rG

◦ values
should be within a small range, which would indicate that
the correction to Gibbs energy for magnesium binding is accu-
rate. Taking data from the reaction catalyzed by adenylate
kinase, one of the best characterized reactions, as an exam-
ple, we found a substantial decrease in ∆rG

◦ variation with
respect to magnesium concentration after applying corrections
to account for magnesium binding (Figure S2C). We observed
similar trend in arginine kinase (Figure S2D) and creatine ki-
nase reactions (Figure S2E), when accounting for the binding
of ATP and ADP to magnesium. We found more cases where
applying correction to account for magnesium binding reduced
the variation in ∆rG

◦ significantly (Figure S2F-S2H).
However, in some cases, the differences in ∆rG

◦ remained
substantial (Figure S2I-S2K). One example is the dataset from
the hexokinase reaction, where we also applied the correc-
tion on the binding of ATP and ADP to magnesium. To
address such inconsistency in magnesium correction, which we
hypothesized to be errors in measured binding constants, we at-
tempted to adjust the binding constants through optimization
to maximize the correction on K′ data at different magnesium
concentrations. Specifically, we optimized the binding con-
stants of ATP, ADP, AMP and glucose 6-phosphate together
using a Levenberg-Marquardt algorithm that minimizes the
squared distance from the average inferred ∆rG

◦ values of
hexokinase and adenylate kinase reactions (9, 10). However,
we found that while the optimized binding constants resulted
in a smaller variation in ∆rG

◦ for data in hexokinase reac-
tion (Figure S3A), the variation in ∆rG

◦ for adenylate kinase
reaction increases significantly using those optimized values
(Figure S3B). We observed similar trend for arginine kinase
reaction when optimizing its data together with data from the
hexokinase reaction. The optimized binding constants resulted
in much greater variation in ∆rG

◦ for arginine kinase reaction
data compared to ∆rG

◦ values calculated from the original
binding data (Figure S3C). We also observed such inconsis-
tency in magnesium correction for data from different sources
of the same reaction, where the optimized binding constants of
aconitase reaction failed to reduce the variation in ∆rG

◦ across
all three datasets (Figure S3D-S3F). Additionally, we noted
that the dataset where magnesium correction did not help
(Figure S3F) had reported total magnesium concentrations
rather than the more direct free concentrations. However, after
applying the free magnesium concentrations calculated from
the total substrate and magnesium concentrations reported,
we found that the variation in ∆rG

◦ remained large.

To summarize, we found that magnesium binding correction
works well in cases where high quality K′ data and magne-
sium binding constants are available. However, issues such as
inconsistency in measured data (involving magnesium bind-
ing) and report of total magnesium concentration exist, which
can be problematic when applying the correction on magne-
sium binding. These issues help explain why the fit is worse
when applying the magnesium correction globally (main text),
even though the correction works with well curated data (e.g.
adenylate kinase reaction). Therefore, we proceed by omitting
the global magnesium binding correction from our procedure.

Optimization of ion binding constants using the
Levenberg-Marquardt algorithm

For selected reactions with compound magnesium binding
constants to optimize, we first collected K′ data measured
at different magnesium concentrations. We then formulated
equations that correct the standard transformed Gibbs energy
of reaction (∆rG

′◦) (calculated from K′) to ∆rG
◦, where mag-

nesium binding constants are variables in the equations. We
allowed ± 0.5 (unitless) variation for each ion binding constant
from its original value, consistent with reported error in these
parameters (11, 12). We optimized the binding constants using
an iterative Levenberg-Marquardt algorithm with decreasing
step sizes for the gradient approximation parameter. At each
iteration, we input the optimized values from the previous
iteration into the transformation equations and calculated the
squared distance from the average inferred ∆rG

◦ values. The
termination criterion for the optimization was a fractional
difference in the sum of squares between two consecutive it-
erations below 0.00001 (unitless). The Levenberg-Marquardt
algorithm was performed using python package lmfit 0.9.2
(13).

Considering p number of equations of the same reaction
and q number of pKMg values to optimize, the optimization
program is as follows

min
pKMg1 ,...,pKMgq

p∑
i=1

(∆rG
◦
i (pKMg1 , ..., pKMgq )−∆rG

◦
avg)2

[18]

pKMgj,data − 0.5 ≤ pKMgj ≤ pKMgj,data + 0.5 (j = 1, 2, ..., q)
[19]

where ∆rG
◦
i (pKMg1 , ...,pKMgq) is the standard transformed

Gibbs energy of reaction as a function of pKMg1 , ...,pKMgq

and ∆rG
◦
avg =

∑p

i=1
∆rG◦i

p
. If there are multiple reactions

used together to optimize the set of pKMg values, we apply
the same procedures except that the residual of each equation
is with respect to the ∆rG

◦
avg of its corresponding reaction.

The optimized pKMg values are then applied on those reaction
data to check the consistency of optimized values in reducing
variation of ∆rG

◦ values in different reactions.

Bin Du, Zhen Zhang, Sharon Grubner, James T. Yurkovich, Bernhard O. Palsson, Daniel C. Zielinski 3 of 10



Fig. S1. (A) Order of magnitude comparison between maximum variation of CP across temperature vs. CPr at 298.15 K for 399 compounds (3). (B) The ratio of CPr
coefficient to ∆fS

◦
Tr coefficient as a function of temperature. The temperature range is based on the distribution of temperatures for measured equilibrium constants in

TECRdb. (C) The distribution of CPr/∆fS
◦
Tr of the same aqueous species from a total 370 aqueous species collected. (D) Distribution of temperature for all measured

equilibrium constants in TECRdb.
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Fig. S2. (A) Training and testing errors of nested 10-fold cross validation on magnesium (Mg) binding data using the ridge regression, lasso regression, elastic net regularization,
random forests, extra trees and gradient boosting. We repeated cross-validation 5 times by splitting all Mg binding data into different subdivisions. We included a total of 140 Mg
binding data points and 128 features including metal binding groups, the partial charge, and molecular properties from ChemAxon and RDKit. (B) Relative standard deviation
(RSD) for parameters in linear regression models used for Mg binding fitting. We calculated the mean and standard deviation of parameters selected by the inner loops of
nested cross validation (repeated 5 different times). We used RSD (standard deviation/mean) to assess the relative variability of the parameters and model stability in Mg
binding fitting. (C-K) Case studies on corrected ∆rG

◦ values of different reactions calculated from equilibrium constants (K′) measured at different Mg concentrations. We
applied different corrections to transform ∆rG

′◦ (calculated from K′) to ∆rG
◦ values: no correction on Mg concentrations (red Xs) and correction on Mg concentrations

using collected binding constants (blue squares). The reaction whose ∆rG
′◦ data are used to optimize the binding constants can be found in Table S12. Panels with yellow

background are cases where applying Mg binding constants reduces the variation in ∆rG
◦, while those with gray background are cases that did not help. (J) Summary of Mg

correction case studies shown in different Figure panels (x axis label). We calculated the log10 value of the ratio between slope of ∆rG
◦ values after correction and that of

∆rG
◦ values before correction with respect to Mg concentrations. A negative log10 ratio corresponds to the case where Mg correction helps reduce the variation in ∆rG

◦

values. pKMg: magnesium binding constant.
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Fig. S3. (A) Corrected ∆rG
◦ values of hexokinase reaction calculated from equilibrium constants (K′) measured at different Mg concentrations. We applied different

corrections to transform ∆rG
′◦ (calculated from K′) to ∆rG

◦ values: no correction on Mg concentrations (red Xs), correction on Mg concentrations using collected binding
constants (blue squares), correction on Mg concentrations using optimized binding constants (green stars). Ideally, the difference between standard ∆rG

◦ values after
correction is 0. The optimized binding constants are obtained by minimizing the least-squares errors on ∆rG

◦ values of hexokinase and adenylate kinase reactions. (B)
Corrected ∆rG

◦ values of adenylate kinase reaction calculated from equilibrium constants (K′) measured at different Mg concentrations. The labels of ∆rG
◦ values are the

same as panel A, so do the optimized binding constants used. (C) Corrected ∆rG
◦ values of arginine kinase reaction calculated from equilibrium constants (K′) measured at

different Mg concentrations. The labels of ∆rG
◦ values are the same as panel A, so do the optimized binding constants used. (D-F) Case studies on corrected ∆rG

◦ values
of aconitase reaction calculated from K′ measured at different Mg concentrations. The different panels represent data from different literature sources. We found that using
pKMg data or optimized pKMg values helped reduce the variation in standard ∆rG

◦ values (green stars and blue squares) for panel D and E. However, in panel F, the
variation in ∆rG

◦ values is still considerably large, whether using pKMg data or optimized values to correct on Mg concentration.
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Fig. S4. (A) Comparison of absolute residuals on estimating ∆rG
◦ for 432 reactions with various modifications on data and methods. We applied modifications on data

or method one at a time sequentially and evaluated the change of median absolute residual from 10-fold cross-validation repeated 100 times. First, we used the extended
Debye-Hückel (DH) equation (as used in Noor et al (8)) and updated media conditions, obtaining a median absolute residual of 6.21 kJ/mol. Removing the data with high ionic
strength (> 0.5 M), we obtained an error of 5.95 kJ/mol. Next using the Davies equation, the error is 5.94 kJ/mol. We next included new compound groups in current work
(5.82 kJ/mol), next with temperature correction in current work (5.71 kJ/mol) and finally with metal correction in current work (6.47 kJ/mol). We also compared the different
equations to correct for the effect of ionic strength side by side (updated media condition data with ionic strength≤ 0.5M) and showed that using DH limiting law results in
higher error than the other two. The median absolute residual is 6.18 kJ/mol using DH limiting law, while 5.95 kJ/mol using extended DH equation and 5.94 kJ/mol using the
Davies equation. (B) Comparison of absolute residuals on estimating 185 new reactions in the current method. We calculated ∆rG

◦ for 185 new reactions by constructing
the group contribution model using ∆rG

◦ values of 432 overlapping reactions from the previous method and the current method. We then calculated the absolute residual
between estimated ∆rG

◦ and ∆rG
◦ data for those 185 reactions. (C) Comparison of group coverage between 432 reactions in the previous group contribution method and

185 new reactions added in the current method. DH: Debye-Hückel.

Bin Du, Zhen Zhang, Sharon Grubner, James T. Yurkovich, Bernhard O. Palsson, Daniel C. Zielinski 7 of 10



Fig. S5. (A-D) Case studies on corrected standard ∆rG
◦ values of reactions calculated from equilibrium constants (K′) measured at different ionic strength. We calculated

∆rG
◦ at standard state using the extended Debye-Hückel equation (blue squares) and the Davies equation (green stars) to correct for varying ionic strength. We also showed

the maximum differences in corrected standard ∆rG
◦ values using different equations to correct for ionic strength. Ideally, the difference between standard ∆rG

◦ values after
correction is 0. We found that generally applying the Davies equation to correct for ionic strength results in smaller variations in ∆rG

◦ values compared to using the extended
Debye-Hückel equation.
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Fig. S6. (A-B) Repeated 10-fold cross-validation using ridge regression for estimation of ∆fS
◦ and pKMg. We selected the variables with the largest absolute coefficients

from the final ∆fS
◦ and pKMg lasso regression models (Figure 2D and 4A). We used those variables as features for the ridge regression model and performed repeated

10-fold cross-validation (100 times) on different L2 α values. We found that the resulting lowest errors are similar to those in the final lasso regression models. For ∆fS
◦ lasso

regression model, we selected variables with nonzero coefficients greater than 0.01, thus 55 out of 121 variables. For pKMg lasso regression model, we selected variables
with nonzero coefficients greater than 0.1, thus 18 out of 35 variables.
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