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Multi-scale simulation model 
 
Our multi-scale model for simulating molecules strongly coupled to confined light 
modes is described in detail by Luk et al.1 and we refer the interested reader to that 
article. Here we only give a brief outline of the main ideas. 
 
Our approach is a hybrid quantum mechanics / molecular mechanics (QM/MM) 
extension of the Jaynes-Cummings model for strong light-matter interactions.2 The 
Jaynes-Cummings model was originally derived for a two-level system (atom) coupled 
to confined light modes: 
 
   𝐻"#$ = 	ℏ𝜔)𝜎+,𝜎+ + ℏ𝜔./0𝑎+,𝑎+ + ℏ𝑔(𝑎+,𝜎+ + 𝑎+𝜎+,)  (1) 

 
Here ℏ𝜔)  is the excitation energy of the two-level atom and ℏ𝜔./0  is the energy of the 
cavity photon. The operator 𝜎+, (𝜎+) creates (annihilates) the excitation of the atom, 
while 𝑎+, (𝑎+) creates (annihilates) a photon in the cavity. The strength of the light-matter 
interaction, ℏ𝑔, is calculated within the dipole approximation as the overlap between 
the transition dipole moment (𝝁) for the excitation of the atom and the vacuum field of 
the confined light mode: 
 

   ℏ𝑔 = 𝝁 ∙ 𝐮./08ℏ𝜔./0 𝜖:𝑉./0⁄     (2) 
 
Here, 𝑉./0 is the effective mode volume of the cavity, 𝜖: the vacuum permitivity and 
𝐮./0 the unit vector indicating the direction of the electric component of the confined 
mode.  
 
Within the single-excitation subspace (i.e., a single photon in the cavity or atom), the 
solutions to the Jaynes-Cummings Hamiltonian are coherent super-positions of the 
electronic excitation in the atom and of the excitation in the cavity (i.e., presence of a 
photon). Tavis and Cummings extended this model to many atoms and the eigenstates 
in the single excitation subspace are now super-positions of all uncoupled states in 
which either a single atom is excited, or a single photon is in the cavity.3 

 
The Jaynes-Cummings2 and Tavis-Cummings3 models are valid for two-level emitters 
in cavities but cannot predict nor rationalize the effect of strong coupling on the 
dynamics of molecular systems with very many degrees of freedom. Following Galego, 
Feist and Garcia-Vidal,4 we have extended the zero-dimensional Jaynes-Cummings 
model to a fully atomistic method that describes the high-dimensional molecular energy 
landscape, including the effects of environment, temperature and pressure.1  
 
The key assumption in our model is that the electrons and cavity photon adapt 
instantaneously to displacements of the nuclei. We therefore separate the nuclear 
degrees of freedom from the much faster electronic plus photonic degrees of freedom.4 
As a consequence, the energy levels of the Tavis-Cummings Hamiltonian are now 
functions of the nuclear coordinates (𝐑(𝑡)) of 𝑁 molecules and form the hybrid light-
matter (i.e., polaritonic) potential energy surfaces on which the nuclei move.1  
 
For 𝑁 molecules with 𝑀 atoms per molecule, the Tavis-Cummings Hamiltonian is a 
𝑁 + 1 by 𝑁 + 1 matrix: 
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  𝐇 =

⎝

⎜
⎛

𝐻F,F 0 ⋯ 0 𝐻JKF,F
0 𝐻L,L ⋯ 0 𝐻JKF,L
⋮ ⋮ ⋱ ⋮ ⋮
0 0 ⋯ 𝐻J,J 𝐻JKF,J

𝐻F,JKF 𝐻L,JKF ⋯ 𝐻J,JKF 𝐻JKF,JKF⎠

⎟
⎞

   (3) 

 
where the elements are functions of the 3𝑀 atomic coordinates of all (𝑁) molecules 
(plus environment) and are computed at the QM/MM level.1  
 
The diagonal elements are the usual 'bare' (i.e., outside cavity) electronic QM/MM 
energies of the ground (S0) or excited states (S1). The first 𝑁 diagonal elements 
represent the cases in which one (𝑖) of the 𝑁 molecules is excited, while the other 
molecules are in the ground state. The element 𝐻JKF,JKF models the situation in which 
all molecules are in the electronic ground state, while there is a single photon with 
energy ℏ𝜔./0  in the cavity.  
 
The off-diagonal elements describe the interactions between the molecules and the 
cavity photon and are approximated as the overlap between the QM/MM transition 
dipole moment and the electric field of the confined cavity photon (equation 2), as in 
the Jaynes-Cummings model.2 The matrix is diagonalized at every time step of the 
molecular dynamics (MD) simulation to yield the 𝑁 + 1 hybrid light-matter polaritonic 
states: 
 
  𝜓U = ∑ 𝛽XU|𝑔F𝑔L. . 𝑒X. . 𝑔J⟩J

X]F |0⟩ + 𝛼U|𝑔F𝑔L. . 𝑔X. . 𝑔J⟩|1⟩   (4) 
 
where |𝑔X⟩ and |𝑒X⟩ are the ground and excited states of molecule 𝑖, while |1⟩ or |0⟩ 
indicate whether there is a single photon in the cavity or not. The 𝛽XU and 𝛼U are 
expansion coefficients and the index 𝐾 labels the	𝑁 + 1 eigenstates of the system.  
 
Our model is valid within the single photon manifold of the strong coupling regime. In 
the regimes of ultra-strong and deep strong coupling, where the coupling strengths 
become comparable to the transition frequencies, additional self-interaction terms must 
be included,5-7 which are neglected here. 
 
Trajectories of 𝑀	atoms in each of the 𝑁 molecules are computed by numerically 
integrating Newton's equations of motion associated with the QM/MM potential energy 
surface of one of these states: 
 
  𝑉U({𝐑F, 𝐑L, . . , 𝐑a}F, {𝐑F, 𝐑L, . . , 𝐑a}L, . . , {𝐑F, 𝐑L, . . , 𝐑a}J) (5) 

 
with {𝐑F, 𝐑L, . . , 𝐑a}X the Cartesian coordinate vectors of the 𝑀	atoms in molecule 𝑖. 
The forces acting on the atoms of all molecules are computed with the Hellmann-
Feynman theorem.  
 
The classical trajectories always move on single polaritonic potential energy surface 
(𝑉U), but transitions between surfaces are possible. Two approaches were used in this 
work to model such transitions: (i) diabatic hopping,8 and (ii) Tully's fewest switches 
surface hopping.9 
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Diabatic hopping 
 
The diabatic surface hopping algorithm is based on the Landau-Zener model,10,11 which 
relates the probability of a transition between two states 𝜓U  and 𝜓c to the non-adiabatic 
coupling, via: 
 
    𝑃U→c = expi−k

l𝜋𝜉o     (6) 
 
with 𝜉 the Massey parameter, defined as:12 

 
    𝜉 = ∆qrs

ℏt𝜓Uu
v
vw
𝜓c	x	

     (7) 

 
Following Hammes-Schiffer and Tully,13 we approximate the non-adiabatic coupling 
y𝜓Uz

v
vw
𝜓c	{ as |𝜓U(𝑡)}𝜓c	(𝑡 + ∆𝑡)~ ∆𝑡⁄ , i.e., the overlap between the state 𝜓c at the 

current time step and the state 𝜓U	 at the previous time step. Under the additional 
assumption that the uncoupled molecular wave functions vary slowly, we can further 
approximate this overlap as the inner product of the eigenvectors of the Tavis-
Cummings matrix (equation 4): 
 
  |𝜓U(𝑡)}𝜓c(𝑡 + Δ𝑡)~ = ∑ 𝛽XU(𝑡)J

X 𝛽X
c(𝑡 + Δ𝑡) + 𝛼U(𝑡)𝛼c(𝑡 + Δ𝑡) (8) 

 
Calculating this overlap and the energy gap ∆𝐸Uc  at every time step is straightforward 
and we can use the Landau-Zener formula to calculate the probability of a transition to 
the other surface (equation 6). In principle, this transition probability could be used to 
spawn a new trajectory on the other polaritonic surface, but since this procedure would 
lead to multiple trajectories that have to computed simultaneously, spawning will be 
too demanding in practice. Instead, we restricted hopping to situations where the 
transition probability approaches unity. This happens when the states 𝐾 and 𝐽	are 
degenerate: ∆𝐸Uc ≈ 0 and |𝜓U(𝑡)}𝜓c(𝑡 + Δ𝑡)~ > ⟨𝜓U(𝑡)|𝜓U(𝑡 + Δ𝑡)⟩.	However, 
because the very strict diabatic hopping criterion can lead to an underestimation of the 
population transfer probability,14 we also performed the simulations with the more 
sophisticated Fewest Switches Surface Hopping method.9 

 
Tully's Fewest Switches Surface Hopping  
 
The total time-dependent light-matter wave function is expanded in the basis of the  
𝑁 + 1 polaritons, i.e. the eigenvectors of the Tavis-Cummings Hamiltonian matrix 
(equation 4), at the current coordinates of the 𝑀 atoms in each of the 𝑁 molecules: 
 
    Ψ(𝑡) 	= 	∑ 𝑐U(𝑡)𝜓UJKF

U     (9) 
 
and evolved along the trajectory of the 𝑁 molecules with the exponential unitary 
propagator (UP): 
 

𝐜(𝑡) = 𝑒�X𝐇�iwK
k
���o�w ∙ 𝐜(𝑡 + Δ𝑡)   (10) 
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Here 𝐜(𝑡) is the vector of the time-dependent expansion coefficients 𝑐U(𝑡) in equation 
9, Δ𝑡 is the time step with which the classical trajectories are propagated and 𝐇� is the 
light-matter Hamiltonian, including the non-adiabatic couplings between the 
polaritons:  
 
i𝐇�oUci𝑡 +

k
��wo =

�r(w)K�r(wK�w)
Lℏ

𝛿Uc −
X
L��

�|𝜓U(𝑡)}𝜓c(𝑡 + Δ𝑡)~ − |𝜓U(𝑡 + Δ𝑡)}𝜓c(𝑡)~� (11) 

 
where 𝛿Uc	is the Kronecker delta and the term between square brackets approximates 
the non-adiabatic coupling between polaritons 𝜓U  and 𝜓c.13 As in diabatic hopping, we 
compute these overlaps as the inner product of the eigenvectors of the Tavis-Cummings 
Hamiltonian (equation 8).  
 
Hops between polaritonic surfaces occur when the probability of a transition from the 
current state 𝐾 to another state 𝐽 is larger than a random number ζ on the interval from	 
0 to 1. In Tully's Fewest Switches Surface Hopping (FSSH), the total number of hops 
is minimized if the probability of a hop from 𝐾 to 𝐽 is computed as:9 

 
∑ 𝑃U�
c
� < 𝜁 < ∑ 𝑃U�

cKF
�     (12) 

 
with 
 

𝑃U� = 	max �
L	�� ¡r

∗ ¡£i𝐇𝑝o𝐾𝐿i𝑡+
1
2Δ𝑡o§∆w

¡r
∗ ¡r

¨    (13) 

 
In contrast to more recent implementations of the FSSH, we did not apply an ad hoc 
decoherence correction. We consider this reasonable for large ensembles with hundreds 
of molecules, because the polaritonic states, which mainly differ in the excitation of a 
single molecule, are almost parallel. Therefore, the forces acting on the molecules in 
various states will be very similar and thus largely cancel the effects of decoherence, 
which would be strongest if the potential energy surfaces are very different. 
Furthermore, we observed that as soon as the excitation is localized on a single reactive 
molecule, there are no transitions back due to a steeply increasing energy gap. 
 
The eigenvectors (𝜓U) are only determined up to their phase (sign) and the eigenvectors 
can switch sign during the simulation. Because this could lead to artificially small 
couplings in equation 11, we corrected sign changes by tracking the eigenvectors 
between subsequent time-steps and equating their signs. The state tracking was also 
used to automatically identify un-avoided crossings, which can occur when coupling is 
weak, or absent.15 Un-avoided crossings were enforced if the overlap between two 
states exceeds a threshold of 0.9.  
 
The multi-scale polaritonic molecular dynamics model,1 including the fewest switches 
surface hopping algorithm, was implemented in Gromacs, version 4.5.16 Because the 
excited and ground state energies and transition dipole moments can be computed for 
each molecule on a separate node of a computer-cluster, while communication is 
limited to only 3𝑁 double precision numbers per MD step,1 the code scales optimally 
until the two matrix diagonalization steps (equations 3 and 11) become rate limiting. 
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Force field parameters 
 
For the Rhodamine model (Rho) we used the Amber03 force field17 described in Luk 
et al.,1 while for 2-(2’-hydroxyphenyl)benzothiazole (HBT) the Gromos-2016H66 
parameter set was used.18 Because in our simulations HBT and Rho only interact via 
the cavity photon, there are neither Coulomb nor Van der Waals interactions between 
the two molecules. Therefore, describing the two molecules with different force fields 
in our simulations cannot introduce artifacts associated with mixing incompatible 
interaction models.  
 
The Gromos-2016H66 force field was chosen for HBT because it contains a validated 
cyclohexane model,18 which was used as the solvent for HBT in our simulations. In this 
united atom representation of cyclohexane, none of the atoms carries a partial charge. 
Because HBT was kept frozen during the solvent equilibration and modeled at the QM 
level in all other simulations, there was no need to assign partial charges to the HBT 
atoms. The Gromos atom-types used in the simulations are listed in Figure S1. 

Molecular dynamics simulation setups 
 
Rhodamine 
 
The Rhodamine model, shown in Figure S2, was placed at the center of a rectangular 
box filled with 3,684 TIP3P water molecules.19 The simulation box thus contained 
11,089 atoms and was equilibrated for 2 ns with harmonic restraints on the heavy atoms 
of the Rhodamine molecule (force constant 1000 kJmol−1nm−2). Subsequently, a 200 
ns classical molecular dynamics (MD) trajectory was computed at constant temperature 
(300 K) using a stochastic dynamics integrator with a friction coefficient of 0.1 ps−1. 
The pressure was kept constant at 1 bar using the Berendsen isotropic pressure coupling 
algorithm20 with a time constant of 1 ps. The LINCS algorithm was used to constrain 
bond lengths,21 while SETTLE was applied to constrain the internal degrees of freedom 
of the water molecules,22 enabling a time step of 2 fs in the classical MD simulations. 
A 1.0 nm cut-off was used for Van der Waals’ interactions, which were modeled with 
Lennard-Jones potentials. Coulomb interactions were computed with the smooth 
particle mesh Ewald method,23 using a 1.0 nm real space cut-off and a grid spacing of 
0.12 nm. The relative tolerance at the real space cut-off was set to 10-5.  
 
From the second half of the 200 ns MD trajectory 1,000 snapshots were extracted at 
100 ps intervals and subjected to a further equilibration of 10 ps at the QM/MM level. 
The time step was reduced to 1 fs. As in previous work,1 the fused ring system was 
included in the QM region, described at the RHF/3-21G, while the rest of the molecule 
as well as the solvent were modelled with the Amber03 force field.17 The bond 
connecting the QM and MM subsystems was replaced by a constraint and the QM part 
was capped with a hydrogen atom. The force on the cap atom was distributed over the 
two atoms of the bond. The QM system experienced the Coulomb field of all MM atoms 
within a 1.6 nm cut-off sphere and Lennard-Jones interactions between MM and QM 
atoms were added. The singlet electronic excited state (S1) was modeled with the 
Configuration Interaction method, truncated at single electron excitations, for the QM 
region (i.e., CIS/3-21G//Amber03). 
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Hydroxyphenyl-benzothiazole (HBT) 
  
HBT (Figure S1) was placed at the center of a rectangular box that was filled with 460 
cyclohexane molecules. The simulation box, which thus contained 2,785 atoms, was 
equilibrated for 100 ns. During equilibration, the coordinates of the HBT atoms were 
kept fixed. The LINCS algorithm was used to constrain bond lengths in cyclohexane,21 
enabling a time step of 2 fs. Temperature and pressure were maintained at 300 K and 1 
atmosphere by means of weak-coupling to an external bath (𝜏ª= 0.1 ps, 𝜏«= 1 ps).20 
The Lennard-Jones potential was truncated at 1.4 nm.  
 
Snapshots were extracted from the equilibration trajectory and further equilibrated at 
the QM/MM level with a time step of 1 fs. HBT was modelled with density functional 
theory (DFT), using the CAM-B3LYP functional24-27 in combination with a 6-31G(d) 
basis set.25 The cyclohexane solvent was described with the 2016H66 parameter set of 
the Gromos force field.18 The QM subsystem was mechanically embedded and because 
cyclohexane atoms are uncharged, the interactions between the QM and MM regions 
were modeled with Lennard-Jones potentials only. We used time-dependent density 
functional theory28 to model the singlet excited electronic state of HBT in our 
simulations. The TD-CAM-B3LYP/6-31G(d)//Gromos-2016H66 model for photo-
excited HBT in cyclohexane was validated by performing also excited-state MD 
simulations outside of the cavity and comparing the results to previous simulations29,30 
and experiments.31 

 
Cavity systems 
 
In this work, we assume a cavity with an infinitely high quality-factor (Q-factor), i.e., 
an infinite photon lifetime. Therefore, we modeled the cavity spectrum as a delta 
function, centered at the cavity frequency (𝜔./0). Although not done in this work, a 
finite cavity Q-factor can be included as well via stochastic jumps to the ground state.1 
The probability for such jumps are determined by the cavity Q-factor, which is thus a 
parameter in the simulation, and the weight of the cavity photon in the hybrid state. The 
energy of the cavity photon (ℏ𝜔./0) was tuned at the excitation maximum of a single 
Rhodamine molecule in water, evaluated at the QM/MM level (4.15 eV).1 The cavity 
volumes were chosen to yield Rabi splittings of up ∼ 0.5 eV, irrespective of the number 
of molecules in the cavity. A Rabi splitting of several hundreds of meV is in line with 
experiments.32-35 The molecules were oriented to maximize the overlap of the transition 
dipole moment with the direction of the electric component of the confined light mode 
at the start of the simulations. Because we assume that HBT and Rhodamine are present 
in two separate layers, choosing the maximum overlap implies that we always couple 
to the second mode of the cavity, whose electric field maxima coincide with the centers 
of the molecule layers (Figure 1a, main text). 
 
Because the molecules only interact via the cavity photon, there are no issues in using 
different QM/MM descriptions for the two molecules. Although the solvents as well as 
the force fields and QM methods were chosen because of convenience, we emphasize 
that for the purpose of this work it is not essential to have the most accurate description 
of the bare excitation energies of the molecules, but rather to have a realistic model of 
the molecular degrees of freedom, including the solvent environment. Including an 
explicit solvent environment goes significantly beyond the neglect or implicit treatment 
of the environment in phenomenological models of strong coupling, such as the 
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Lindblad formalism.36 In all simulations a time step of 1 fs was used. All simulations 
were performed with the QM/MM interface between Gromacs-4.516 and Gaussian09.37 
 

Spectra 
 
Excitation spectra of the single molecules were computed from QM/MM trajectories in 
the ground (S0) state. These spectra were composed of the S1-S0 energy gaps (between 
100 and 1,000 snapshots) by super-position of Gaussian functions:  
 

𝐼(𝐸) = ∑ L®¯
°ℏ�

a
X ∆𝐸X𝑒�(q�∆q±)

� L²�⁄ 𝜇XL    (14) 
 
where 𝐼 is the intensity as a function of excitation energy (𝐸), 𝑚µ the electron mass, 𝑀 
number of snapshots included in the analysis, ∆𝐸X the excitation energy in snapshot 𝑖 
and 𝜇X the transition dipole moment of that excitation. A width of 𝜎	 = 0.025 eV was 
chosen for the convolution. 
 
The one-photon excitation spectrum of an ensemble of molecules inside a cavity (Figure 
1c) was computed in the same way, but using the oscillator strength of an ensemble of 
𝑁 molecules strongly coupled to confined light: 
 

𝐼(𝐸) = L®¯
°ℏ�

∑ ¶∑ ¶(𝐸XU − 𝐸X:)𝑒��q�iq±
r�q±

·o�
�
L²�¸ ∑ 𝛽¹XU𝜇¹XLJ

¹ ºJKF
U ºa

X  (15) 
 
where 𝑀 is the number of snapshots of an ensemble of 𝑁 molecules (plus environment) 
coupled to a confined light mode;	𝐸XU  is the energy of polariton 𝐾 in snapshot 𝑖, and 𝐸X: 
is the ground state energy of |𝑔F𝑔L. . 𝑔¹. . 𝑔J⟩; 𝛽¹XU  is the expansion coefficient of  
|𝑔F𝑔L. . 𝑒¹. . 𝑔J⟩ in polaritonic state 𝐾 (i.e., the kth molecule excited, others in the ground 
state, equation 4) in the ith snapshot and the sum over 𝑘 includes all 	𝑁 molecules. As 
for the molecules outside of the cavity, a width of 𝜎	 = 0.025 eV was used to convolute 
the cavity spectra. 

Results & Discussion 
 
QM/MM spectra of Rhodamine and HBT  
 
Figure S3 shows the absorption spectrum of Rho and of HBT. The spectra of both 
molecules are blue-shifted with respect to experiment due to limitations in the 
simulation models.  The accuracy of the Rhodamine model likely suffers from (i) the 
QM/MM subdivision within the molecule, (ii) the rather small basis set and (iii) the 
truncated Configuration Interaction scheme. For HBT, the overestimation of the 
excitation energy at the TD-CAM-B3LYP/6-31G(d) (4.05 eV) with respect to 
experiment (3.68 eV)31 is in line with previous molecular dynamics studies at the TD-
B3LYP/SV(P) level (3.86 eV)29 or FOMO-CASSCI/6-31G(d) (6.07 eV).30 
Nevertheless, the overestimation of the excitation energy is not relevant for exploring 
the principles of polariton assisted energy transfer in this study. Furthermore, our model 
contains the molecular degrees of freedom, including those of the environment, which, 
in contrast to perfect agreement of the excitation energy, are essential to obtain an 
unbiased description of the energy transfer and reactivity under strong coupling. In 
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future work, however, we will aim for more realistic model systems in order to aid 
experimental validation of the concept. 
 
Simulations of HBT in cyclohexane 
 
Figure S4 shows the distance between the oxygen and hydrogen atom in 17 excited 
state molecular dynamics simulations of HBT in cyclohexane. In line with previous 
simulations29,30 and experiments,31,38 the proton transfers within few tens of 
femtoseconds from the oxygen to the nitrogen. Although the number of simulations is 
statistically small, the results suggest that the HBT simulation model is sufficiently 
accurate for the problem addressed here. 
 
Cavity simulations 
 
Up to ten HBT molecules (plus cyclohexane) were combined with up to 1,000 Rho 
molecules (plus water) and placed inside a cavity with an infinite Q-factor and a 
resonance that matches the absorption of both molecules. Table S1 provides an 
overview of the simulations. The largest system with 10 HBT and 1,000 Rho molecules 
contained 11,117,850 atoms (27,250 atoms at QM and 11,090,600 atoms at MM level), 
while the smallest system with 1 HBT and 100 Rho molecules contained 1,111,785 
atoms (2,725 atom at QM and 1,109,060 atoms at MM level). 
 
Figures S5 to S17 show how the contributions of the molecular excitations (}𝛽XU}

L
) and 

the cavity photon (|𝛼U|L) to the polaritonic states (𝐾), in which the trajectories are 
running, evolve during diabatic surface hopping MD simulations of the various cavity-
molecule systems. Also, the time evolution of the O-H distance in the HBT molecules 
is shown. In all simulations, the excitation of the optically accessible lower polariton is 
initially delocalized over all molecules and the confined light mode. However, within 
a few tens of femtoseconds the excitation localizes onto a single HBT molecule. Such 
localization is observed as a rapid rise to unity of the weight (}𝛽X:}

L
) of the state, in 

which HBT molecule 𝑖 is photo-excited, to the total wave function (𝜓:,	equation 4), 
while the weights of the states, in which the other molecules (}𝛽¼:}

L
, 𝑗 ≠ 𝑖) or the cavity 

are excited (|𝛼:|L), drop to zero. After localization of the excitation, the HBT molecule 
undergoes a rapid intra-molecular proton transfer to form the red-shifted photo-product. 
This electronically excited photo-product no longer couples with the confined light 
mode or with the other molecules, because the reduced S0-S1 gap is no longer resonant 
with the cavity. 
 
The localization of the excitation onto HBT molecule 𝑖 is driven by thermal fluctuations 
that temporarily lower the energy of one of the dark states, in which the excitation is 
mostly localized on that HBT molecule (}𝛽X:}

L
≈ 1), to a level below the energy of the 

lower polariton (}𝛽X:}
L
≈ 0.5/𝑁 and |𝛼:|L ≈ 0.5). Because of non-adiabatic coupling 

an avoided crossing opens up between these states along which the system can evolve 
adiabatically and remain in the lowest energy state. After adiabatic passage through an 
avoided crossing region, the excitation is localized on the HBT molecule (}𝛽X:}

L
≈ 1) 

and triggers excited state proton transfer that brings the molecule out of resonance with 
the cavity. However, the coupling between these states is not always sufficiently strong 
to open up the avoided crossing. In these cases, a real crossing occurs instead and the 



	 10 

delocalized lower polaritonic state is maintained via a surface hop (dashed lines in 
Figures S5, S8, S9, S13, S14 and S16). Nevertheless, because there are very many 
regions of non-adiabatic coupling between the delocalized lower polariton and the 
localized state,39 all cavity systems eventually end up in the lowest energy state 
localized on a single HBT molecule. Once the system has arrived into a state, in which 
the excitation is localized on a single HBT molecule, the ultra-fast excited-state intra-
molecular proton transfer reaction increases the gap with the lower polariton (Figure 
1b in the main text) and prevents further transitions. 
 
We repeated the simulations with the fewest switches surface hopping algorithm (Table 
S2). In figures S18 to S30 we plot: (i) the contributions of the molecular excitations 
(}𝛽XU}

L
) and the cavity photon (|𝛼U|L) to the polaritonic states (𝐾) in which the 

trajectories are running; (ii) the O-H distances in the HBT molecule(s); (iii) the 
populations of the polaritonic states (i.e., 𝑐U∗ (𝑡)𝑐U(𝑡), equation 10); and (iv) the hopping 
probabilities. Because of the very high computational effort required to compute 
trajectories of such large systems, the total number of simulations is necessary lower 
than recommended for FSSH simulations.40 Nevertheless, the results of the simulations 
yield a statically consistent picture that is in line with the results of the diabatic hopping 
simulations (Figures S5-S17): In all simulations, the excitation localizes within tens of 
femtoseconds onto a single HBT molecule, which then undergoes the photochemical 
reaction.  
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Table S1: Overview of diabatic surface hopping simulations 
 

simulation HBT Rho Rabi splita collapse ESIPTb Figure 

1 10 1,000 0.53 eV 19 fs 65 fs S5 
2 5 500 0.47 eV 34 fs 58 fs S6 
3 5 500 0.47 eV 18 fs 107 fs S7 
4 1 100 0.43 eV 37 fs 196 fs S8 
5 1 100 0.44 eV 56 fs 108 fs S9 
6 1 100 0.43 eV 25 fs 53 fs S10 
7 1 100 0.41 eV 148 fs 192 fs S11 
8 1 100 0.41 eV 33 fs 177 fs S12 
9 1 100 0.43 eV 62 fs 174 fs S13 

10 1 100 0.43 eV 26 fs 138 fs S14 
11 1 100 0.44 eV 32 fs 80 fs S15 
12 1 100 0.41eV 19 fs 62 fs S16 
13 1 100 0.40 eV 95 fs 269 fs S17 

 
a Rabi splitting at the start of the simulation 
b time at which the O-H distance exceeds 0.125 nm for the first time 
 
 
 
Table S2: Overview of fewest switches surface hopping simulations 
 

simulation HBT Rho Rabi splita collapse ESIPTb Figure 

1 10 1,000 0.53 eV 53 fs 66 fs S18 
2 5 500 0.47 eV 38 fs 198 fs S19 
3 5 500 0.47 eV 18 fs 106 fs S20 
4 1 100 0.43 eV 49 fs 198 fs S21 
5 1 100 0.44 eV 17 fs 104 fs S22 
6 1 100 0.43 eV 17 fs 53 fs S23 
7 1 100 0.41 eV 148 fs 192 fs S24 
8 1 100 0.41 eV 33 fs 176 fs S25 
9 1 100 0.43 eV 62 fs 173 fs S26 

10 1 100 0.43 eV 11 fs 144 fs S27 
11 1 100 0.44 eV 50 fs 116 fs S28 
12 1 100 0.41 eV 19 fs 63 fs S29 
13 1 100 0.40 eV 44 fs 63 fs S30 

 

a Rabi splitting at the start of the simulation 
b time at which the O-H distance exceeds 0.125 nm for the first time 
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Figures S1-S30 
	
  

Atom 
index 

Atom 
name 

atom type 
(Gromos) 

1 CA1 C 
2 HA1 HC 
3 CA2 C 
4 HA2 HC 
5 CA3 C 
6 HA3 HC 
7 CA4 C 
8 HA4 HC 
9 CA5 C 

10 CA6 CC 
11 S S 
12 N NR 
13 CB C 
14 CC1 C 
15 CC2 C 
16 HC2 HC 
17 CC3 C 
18 HC3 HC 
19 CC4 C 
20 HC4 HC 
21 CC5 C 
22 HC5 HC 
23 CC6 C 
24 OC6 OA 
25 HC6 H 

	

Figure S1: Atom names and types of the atoms in the hydroxyphenyl-
benzothiazole (HBT) used in the MD simulations.  
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Figure S2: Rhodamine QM/MM model system.1 The QM atoms, treated at the RHF/3-
21G and CIS/3-21G levels of theory for the ground (S0) and excited states (S1), 
respectively, are shown in ball-and-stick representation, while the MM atoms, modeled 
with the Amber03 force field,17 are shown as sticks. The hydrogen link atom introduced 
along the bond on the QM/MM interface is not shown, and neither are the 3,684 TIP3P 
water molecules.19 
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Figure S3: Absorption spectra of Rhodamine (left) and HBT (right) obtained by 
computing the vertical excitation energies in ensemble of ground state (S0) 
configurations. For the Rhodamine model the S0 to S1 transitions were computed at the 
CIS level of theory with a 3-21G basis set27 and the Amber03 force field17 for the water 
solvent. For HBT time-dependent density functional theory28 was used with the 
CAMB3LYP functional24-26 and a 6-31G(d) basis set,27 while the MM region, 
consisting of cyclohexane was modeled with the Gromos-2016H66 force field.18 The 
vertical excitation energies were convoluted with a Gaussian function with FWHM of 
0.025 eV to generate the continuous spectra. 
 
  



	 15 

 
 
Figure S4: O-H distance as a function of time in 17 QM/MM MD trajectories of HBT 
after a resonant excitation into the S1 state at 0 fs. Each color represents one trajectory. 
In these simulations, the S1 energies and forces were calculated with time-dependent 
DFT,28 using the CAMB3LYP functional24-26 in combination with the 6-31G(d) basis 
set.27 The cyclohexane solvent was modeled with the Gromos-2016H66 force field.18 
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Figure S5: Time-evolution of the polaritonic state (left) and the O-H distance (right) in 
the HBT molecules during 200 fs of diabatic hopping MD simulation with 1,000 
Rhodamines and 10 HBT molecules (plus environment) strongly coupled to confined 
light (simulation 1, Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, 

all colors) and of the confined light mode ((|𝛼U|L, blue) to the polaritonic state (𝐾) on 
which the 1,010-molecule trajectory evolves.  
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Figure S6: Time-evolution of the polaritonic state (left) and the O-H distance (right) in 
the HBT molecules during 200 fs of diabatic hopping MD simulation with 500 
Rhodamines and 5 HBT molecules (plus environment) strongly coupled to confined 
light (simulation 2, Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, 

all colors) and of the confined light mode ((|𝛼U|L, orange) to the polaritonic state (𝐾) 
on which the 505-molecule trajectory evolves. Diabatic surface hops from the lowest 
energy state (𝐾 = 0) to the second-lowest state (𝐾 = 1) are indicated by black dashed 
lines, hops from 1 to 0 as red dashed lines. 
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Figure S7: Time-evolution of the polaritonic state (left) and the O-H distance (right) in 
the HBT molecules during 200 fs of diabatic hopping MD simulation with 500 
Rhodamines and 5 HBT molecules (plus environment) strongly coupled to confined 
light (simulation 3, Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, 

all colors) and of the confined light mode ((|𝛼U|L, orange) to the polaritonic state (𝐾) 
on which the 505-molecule trajectory evolves.  
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Figure S8: Time-evolution of the polaritonic state (left) and the O-H distance (right) in 
HBT during 200 fs of diabatic hopping MD simulation with 100 Rhodamines and 1 
HBT molecule (plus environment) strongly coupled to confined light (simulation 4, 
Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of 

the confined light mode ((|𝛼U|L, grey) to the polaritonic state (𝐾) on which the 101-
molecule trajectory evolves.  
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Figure S9: Time-evolution of the polaritonic state (left) and the O-H distance (right) in 
HBT during 200 fs of diabatic hopping MD simulation with 100 Rhodamines and 1 
HBT molecule (plus environment) strongly coupled to confined light (simulation 5, 
Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of 

the confined light mode ((|𝛼U|L, grey) to the polaritonic state (𝐾) on which the 101-
molecule trajectory evolves. Diabatic surface hops from the lowest energy state (𝐾 =
0) to the second-lowest state (𝐾 = 1) are indicated by black dashed lines, hops from 1 
to 0 as red dashed lines. 
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Figure S10: Time-evolution of the polaritonic state (left) and the O-H distance (right) 
in HBT during 200 fs of diabatic hopping MD simulation with 100 Rhodamines and 1 
HBT molecule (plus environment) strongly coupled to confined light (simulation 6, 
Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of 

the confined light mode ((|𝛼U|L, grey) to the polaritonic state (𝐾) on which the 101-
molecule trajectory evolves.  
  



	 22 

 
 
Figure S11: Time-evolution of the polaritonic state (left) and the O-H distance (right) 
in HBT during 200 fs of diabatic hopping MD simulation with 100 Rhodamines and 1 
HBT molecule (plus environment) strongly coupled to confined light (simulation 7, 
Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of 

the confined light mode ((|𝛼U|L, grey) to the polaritonic state (𝐾) on which the 101-
molecule trajectory evolves. 
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Figure S12: Time-evolution of the polaritonic state (left) and the O-H distance (right) 
in HBT during 200 fs of diabatic hopping MD simulation with 100 Rhodamines and 1 
HBT molecule (plus environment) strongly coupled to confined light (simulation 8, 
Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of 

the confined light mode ((|𝛼U|L, grey) to the polaritonic state (𝐾) on which the 101-
molecule trajectory evolves. 
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Figure S13: Time-evolution of the polaritonic state (left) and the O-H distance (right) 
in HBT during 200 fs of diabatic hopping MD simulation with 100 Rhodamines and 1 
HBT molecule (plus environment) strongly coupled to confined light (simulation 9, 
Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of 

the confined light mode ((|𝛼U|L, grey) to the polaritonic state (𝐾) on which the 101-
molecule trajectory evolves. 
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Figure S14: Time-evolution of the polaritonic state (left) and the O-H distance (right) 
in HBT during 200 fs of diabatic hopping MD simulation with 100 Rhodamines and 1 
HBT molecule (plus environment) strongly coupled to confined light (simulation 10, 
Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of 

the confined light mode ((|𝛼U|L, grey) to the polaritonic state (𝐾) on which the 101-
molecule trajectory evolves. Diabatic surface hops from the lowest energy state (𝐾 =
0) to the second-lowest state (𝐾 = 1) are indicated by black dashed lines, hops from 1 
to 0 as red dashed lines. 
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Figure S15: Time-evolution of the polaritonic state (left) and the O-H distance (right) 
in HBT during 200 fs of diabatic hopping MD simulation with 100 Rhodamines and 1 
HBT molecule (plus environment) strongly coupled to confined light (simulation 11, 
Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of 

the confined light mode ((|𝛼U|L, grey) to the polaritonic state (𝐾) on which the 101-
molecule trajectory evolves. Diabatic surface hops from the second-lowest energy state 
(𝐾 = 1, the lower polariton at 0 fs) to the lowest state (𝐾 = 0) are indicated by red 
dashed lines. 
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Figure S16: Time-evolution of the polaritonic state (left) and the O-H distance (right) 
in HBT during 200 fs of diabatic hopping MD simulation with 100 Rhodamines and 1 
HBT molecule (plus environment) strongly coupled to confined light (simulation 12, 
Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of 

the confined light mode ((|𝛼U|L, grey) to the polaritonic state (𝐾) on which the 101-
molecule trajectory evolves. Diabatic surface hops from the lowest energy state (𝐾 =
0) to the second-lowest state (𝐾 = 1) are indicated by black dashed lines, hops from 1 
to 0 as red dashed lines. 
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Figure S17: Time-evolution of the polaritonic state (left) and the O-H distance (right) 
in HBT during 200 fs of diabatic hopping MD simulation with 100 Rhodamines and 1 
HBT molecule (plus environment) strongly coupled to confined light (simulation 13, 
Table S1). Left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of 

the confined light mode ((|𝛼U|L, grey) to the polaritonic state (𝐾) on which the 101-
molecule trajectory evolves. 
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Figure S18: time-evolution of the polaritonic state and the O-H distance (top right) in 
the HBT molecules during 200 fs of FSSH MD simulation with 1,000 Rhodamines and 
10 HBT molecules (plus environment) strongly coupled to confined light (simulation 
1, Table S2). Top left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) 

and of the confined light mode ((|𝛼U|L, blue) to the polaritonic state (𝐾) on which the 
1,010-molecule trajectory evolves. Bottom left: populations of the 1,011 polaritonic 
states (𝑐(𝑡)U∗ 𝑐(𝑡)U, equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest 
(𝐾 = 1) in red, third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities 
(equation 13) for transition from state 0 into state 1 (black) and back (red). Surface hops 
from state 0 to 1 are indicated by black dashed lines, hops from 1 to 0 as red dashed 
lines. 
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Figure S19: Time-evolution of the polaritonic state and the O-H distance (top right) in 
the HBT molecules during 200 fs of FSSH MD simulation with 500 Rhodamines and 
5 HBT molecules (plus environment) strongly coupled to confined light (simulation 2, 
Table S2). Top left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and 

of the confined light mode ((|𝛼U|L, orange) of the polaritonic state (𝐾) on which the 
505-molecule trajectory evolves. Bottom left: populations of the 506 polaritonic states 
(𝑐(𝑡)U∗ 𝑐(𝑡)U, equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest (𝐾 =
1) in red, third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities 
(equation 13) for transition from state 0 into state 1 (black) and back (red). Surface hops 
from state 0 to 1 are indicated by black dashed lines, hops from 1 to 0 as red dashed 
lines. 
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Figure S20: time-evolution of the polaritonic state and the O-H distance (top right) in 
the HBT molecules during 200 fs of FSSH MD simulation with 500 Rhodamines and 
5 HBT molecules (plus environment) strongly coupled to confined light (simulation 3, 
Table S2). Top left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and 

of the confined light mode ((|𝛼U|L, orange) of the polaritonic state (𝐾) on which the 
505-molecule trajectory evolves. Bottom left: populations of the 506 polaritonic states 
(𝑐(𝑡)U∗ 𝑐(𝑡)U, equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest (𝐾 =
1) in red, third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities 
(equation 13) for transition from state 0 into state 1 (black).  
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Figure S21: Time-evolution of the polaritonic state and the O-H distance (top right) in 
HBT during 200 fs of FSSH MD simulation with 100 Rhodamines and 1 HBT molecule 
(plus environment) strongly coupled to confined light (simulation 4, Table S2). Top 
left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of the confined 

light mode ((|𝛼U|L, grey) of the polaritonic state (𝐾) on which the 101-molecule 
trajectory evolves. Bottom left: populations of the 102 polaritonic states (𝑐(𝑡)U∗ 𝑐(𝑡)U, 
equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest (𝐾 = 1) in red, 
third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities (equation 13) 
for transition from state 0 into state 1 (black) and back (red). Surface hops from state 0 
to 1 are indicated by black dashed lines, hops from 1 to 0 as red dashed lines. 
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Figure S22: Time-evolution of the polaritonic state and the O-H distance (top right) in 
HBT during 200 fs of FSSH MD simulation with 100 Rhodamines and 1 HBT molecule 
(plus environment) strongly coupled to confined light (simulation 5, Table S2). Top 
left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of the confined 

light mode ((|𝛼U|L, grey) of the polaritonic state (𝐾) on which the 101-molecule 
trajectory evolves. Bottom left: populations of the 102 polaritonic states (𝑐(𝑡)U∗ 𝑐(𝑡)U, 
equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest (𝐾 = 1) in red, 
third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities (equation 13) 
for transition from state 0 into state 1 (black).   
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Figure S23: Time-evolution of the polaritonic state and the O-H distance (top right) in 
HBT during 200 fs of FSSH MD simulation with 100 Rhodamines and 1 HBT molecule 
(plus environment) strongly coupled to confined light (simulation 6, Table S2). Top 
left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of the confined 

light mode ((|𝛼U|L, grey) of the polaritonic state (𝐾) on which the 101-molecule 
trajectory evolves. Bottom left: populations of the 102 polaritonic states (𝑐(𝑡)U∗ 𝑐(𝑡)U, 
equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest (𝐾 = 1) in red, 
third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities (equation 13) 
for transition from state 0 into state 1 (black). 
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Figure S24: Time-evolution of the polaritonic state and the O-H distance (top right) in 
HBT during 200 fs of FSSH MD simulation with 100 Rhodamines and 1 HBT molecule 
(plus environment) strongly coupled to confined light (simulation 7, Table S2). Top 
left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of the confined 

light mode ((|𝛼U|L, grey) of the polaritonic state (𝐾) on which the 101-molecule 
trajectory evolves. Bottom left: populations of the 102 polaritonic states (𝑐(𝑡)U∗ 𝑐(𝑡)U, 
equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest (𝐾 = 1) in red, 
third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities (equation 13) 
for transition from state 0 into state 1 (black) and back (red). Surface hops from state 0 
to 1 are indicated by black dashed lines, hops from 1 to 0 as red dashed lines. 
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Figure S25: Time-evolution of the polaritonic state and the O-H distance (top right) in 
HBT during 200 fs of FSSH MD simulation with 100 Rhodamines and 1 HBT molecule 
(plus environment) strongly coupled to confined light (simulation 8, Table S2). Top 
left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of the confined 

light mode ((|𝛼U|L, grey) of the polaritonic state (𝐾) on which the 101-molecule 
trajectory evolves. Bottom left: populations of the 102 polaritonic states (𝑐(𝑡)U∗ 𝑐(𝑡)U, 
equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest (𝐾 = 1) in red, 
third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities (equation 13) 
for transition from state 0 into state 1 (black). 
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Figure S26: Time-evolution of the polaritonic state and the O-H distance (top right) in 
HBT during 200 fs of FSSH MD simulation with 100 Rhodamines and 1 HBT molecule 
(plus environment) strongly coupled to confined light (simulation 9, Table S2). Top 
left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of the confined 

light mode ((|𝛼U|L, grey) of the polaritonic state (𝐾) on which the 101-molecule 
trajectory evolves. Bottom left: populations of the 102 polaritonic states (𝑐(𝑡)U∗ 𝑐(𝑡)U, 
equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest (𝐾 = 1) in red, 
third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities (equation 13) 
for transition from state 0 into state 1 (black) and back (red). Surface hops from state 0 
to 1 are indicated by black dashed lines, hops from 1 to 0 as red dashed lines. 
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Figure S27: Time-evolution of the polaritonic state and the O-H distance (top right) in 
HBT during 200 fs of FSSH MD simulation with 100 Rhodamines and 1 HBT molecule 
(plus environment) strongly coupled to confined light (simulation 10, Table S2). Top 
left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of the confined 

light mode ((|𝛼U|L, grey) of the polaritonic state (𝐾) on which the 101-molecule 
trajectory evolves. Bottom left: populations of the 102 polaritonic states (𝑐(𝑡)U∗ 𝑐(𝑡)U, 
equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest (𝐾 = 1) in red, 
third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities (equation 13) 
for transition from state 0 into state 1 (black). 
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Figure S28: Time-evolution of the polaritonic state and the O-H distance (top right) in 
HBT during 200 fs of FSSH MD simulation with 100 Rhodamines and 1 HBT molecule 
(plus environment) strongly coupled to confined light (simulation 11 Table S2). Top 
left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of the confined 

light mode ((|𝛼U|L, grey) of the polaritonic state (𝐾) on which the 101-molecule 
trajectory evolves. Bottom left: populations of the 102 polaritonic states (𝑐(𝑡)U∗ 𝑐(𝑡)U, 
equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest (𝐾 = 1) in red, 
third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities (equation 13) 
for transition from state 0 into state 1 (black) and back (red). Surface hops from state 0 
to 1 are indicated by black dashed lines, hops from 1 to 0 as red dashed lines. 
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Figure S29: Time-evolution of the polaritonic state and the O-H distance (top right) in 
HBT during 200 fs of FSSH MD simulation with 100 Rhodamines and 1 HBT molecule 
(plus environment) strongly coupled to confined light (simulation 12, Table S2). Top 
left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of the confined 

light mode ((|𝛼U|L, grey) of the polaritonic state (𝐾) on which the 101-molecule 
trajectory evolves. Bottom left: populations of the 102 polaritonic states (𝑐(𝑡)U∗ 𝑐(𝑡)U, 
equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest (𝐾 = 1) in red, 
third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities (equation 13) 
for transition from state 0 into state 1 (black). 
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Figure S30: Time-evolution of the polaritonic state and the O-H distance (top right) in 
HBT during 200 fs of FSSH MD simulation with 100 Rhodamines and 1 HBT molecule 
(plus environment) strongly coupled to confined light (simulation 13, Table S2). Top 
left: weights of the excitations on each molecule (}𝛽XU}

L
, all colors) and of the confined 

light mode ((|𝛼U|L, grey) of the polaritonic state (𝐾) on which the 101-molecule 
trajectory evolves. Bottom left: populations of the 102 polaritonic states (𝑐(𝑡)U∗ 𝑐(𝑡)U, 
equation 9). State of lowest energy (𝐾 = 0) in black, second-lowest (𝐾 = 1) in red, 
third-lowest (𝐾 = 2) in green, etc. Bottom right: hopping probabilities (equation 13) 
for transition from state 0 into state 1 (black) and back (red). Surface hops from state 0 
to 1 are indicated by black dashed lines, hops from 1 to 0 as red dashed lines, hops from 
1 to 2 as green dashed lines and hops from 2 to 1 as blue dashed lines. 
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Animations 
 
QuickTime animations of excited state intramolecular proton transfer in an isolated 
HBT molecule (HBT.qt) and in an HBT molecule inside a cavity with 5 HBT and 500 
Rho molecules (HBTcav.qt) are available for download from pubs.acs.org.  In these 
movies, a flash illustrates the instantaneous photon absorption. The carbon atoms in the 
chromophore are colored green in the ground state (S0) and cyan in the excited state 
(S1). The snapshots for these animations were created with Molscript41 in combination 
with Raster3D.42 
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