
Supplementary Note 1: Adapted RESCUE strategy

To handle reads mapped to more than one genomic location, we implemented an adopted RESCUE algorithm
[Mortazavi et al., 2008]. Clusters of reads were built by first identifying groups of overlapping reads and then
merging all clusters within the same gene. Clusters with less than 5 collapsed reads (treat all reads mapping
to the same genomic coordinates as one) and less than 10 reads were discarded. Ambiguous alignments were
resolved by applying the following three steps:

1. If a read maps to more than one cluster, the number ui of uniquely mapping reads within all these clusters
is considered. All alignments to clusters with ui < 0.1 max(ui) are discarded.

2. For all remaining alignment, the coverages of reads within its genomic coordinates are computed (with
fractional counts for ambiguous alignments, i.e. 1/n with n alignments). For each alignment the minimal
coverage ci is then used: All alignments with ci < 0.1 max(ci) are discarded.

3. For all remaining alignments, the context is determined as the coverage of reads 100 bp upstream and
downstream of the alignment (with fractional counts for ambiguous alignments; when there is a splice site
within this context, all annotated splice junctions are considered and the splice partner with the most
reads is used). For each alignment the median context ti is then used: If max(ti) < 0.01C, with C is the
uncollapsed read count of the alignment (i.e. the number of reads aligned to the genomic coordinates), all
alignments are discarded. Otherwise, all alignments with ti < 0.1 max(ti) are discarded.

If more than one alignment remains, fractional counts are used for all subsequent steps unless otherwise noted.
As the HSV-1 genome has two inverted repeats with identical sequences, terminal repeats were replaced by N,
facilitating the resolution of the corresponding ambiguous mappings of reads.

Supplementary Note 2: Estimating cleavage and untemplated addi-
tion probabilities

The parameters of the model are the probability for an untemplated addition a, the probabilities for upstream
cleavage positions at a distance of p from the P site u1 through uM with

∑M
p=1 up = 1 and the probabilities for

downstream cleavage positions at a distance of p from the P site d1 through dM with
∑M

p=1 dp = 1. Thus, the
parameters to estimate are θ = (a, u1, ..., uM , d1, ..., dM ).
Assuming that upstream and downstream cleavage is independent from each other, and untemplated addition
is independent from cleavage, the probability of generating a specific footprint of fixed length l with the P site
at position p is

Prob(p|l) = (1− a)updl−p−3 + aup−1dl−p−3 (1)

Thus, the incomplete likelihood of an observed read r is

L(r|θ) =
∑
p∈Fr

Prob(p|lr) (2)

lr is the length of read r and Fr is the set of all potential P site position according to the annotation (e.g. if a
read r with lr = 28 starts in-frame with an annotated CDS, Fr = {0, 3, 6, 9, ..., 24}). The incomplete likelihood
for all reads R then is

L(R|θ) =
∏
r∈R

L(r|θ) (3)

The complete likelihood of reads r ∈ R with known P site positions P = {pr|r ∈ R} and A = {ar|r ∈ R} with
ar = 1 if r has a untemplated addition and ar = 0 otherwise, is

Lc(R|θ, P,A) =
∏
r∈R

(1− ar)(1− a)upr
dl−pr−3 + araupr−1dl−pr−3 (4)

Note that depending on the value of ar, either the first or the second summand is zero. This can be rewritten
as

Lc(R|θ, P,A) =
∏
r∈R

upr−ardl−pr−3(1− a)1−araar (5)
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The log likelihood is

logLc(R|θ, P,A) =
∑
r∈R

log upr−ar
+ log dl−pr−3 + (1− ar) log(1− a) + ar log(a) (6)

The expected value of the log likelihood for θ given the current estimates θ(k) and observed reads then is

Q(θ|θ(k), R) =
∑
r∈R

∑
p∈Fr

wr,p(1−vr)(log(1−a)+log up+log dlr−pr−3)+wr,pvr(log(a)+log up−1+log dlr−pr−3) (7)

The E step of the EM algorithm consists therefore of computing wr,p and vr:

wr,p = P (pr = r|θ(k)) =


u(k)
p d

(k)
lr−p−3∑

p′∈Tr
u
(k)

p′ d
(k)

lr−p′−3

iff r has a 5’ mismatch

(1−a(k))u(k)
p d

(k)
lr−p−3+a(k)u

(k)
p−1d

(k)
lr−p−3∑

p′∈Tr
(1−a(k))u

′(k)
p d

(k)

lr−p′−3
+a(k)u

(k)

p′−1
d
(k)

lr−p′−3

otherwise
(8)

vr = P (ar = 1|θ(k)) =

 1 iff r has a 5’ mismatch∑
p′∈Tr

a(k)u
(k)
p−1d

(k)
lr−p−3∑

p′∈Tr
(1−a(k))u

′(k)
p d

(k)

lr−p′−3
+a(k)u

(k)

p′−1
d
(k)

lr−p′−3

otherwise
(9)

where Ru
p = {r ∈ R|p ∈ Fr}. To maximize Q w.r.t. u in the M step, it is sufficient to maximize∑

r∈R

∑
p∈Fr

wr,p(1− vr) log up + wr,pvr log up−1 (10)

such that
∑M

p=1 up = 1. This is done using the Lagrange multiplier:

L(u, λ) =
∑
r∈R

∑
p∈Fr

wr,p(1− vr) log up + wr,pvr log up−1 + λ(1−
M∑
p=1

up) (11)

∂L

∂up
=

∑
r∈Ru

p

wr,p(1− vr)

up
+

∑
r∈Ru

p+1

wr,p+1vr
up

− λ = 0⇔ up =

∑
r∈Ru

p
wr,p(1− vr) +

∑
r∈Ru

p+1
wr,p+1vr

λ
=:

cp
λ

(12)

∂L

∂λ
= 1−

M∑
p=1

up = 0⇔ 1−
∑M

p=1 cp

λ
= 0⇔ λ =

M∑
p=1

cp (13)

Thus, up =
cp∑M

p′=1
cp′

maximizes equation 7. In an analogous manner, dp =
bp∑M

p′=1
bp′

maximizes equation 7 with

bp =
∑

r∈Rd
p
wr,lr−p−3 and Rd

p = {r ∈ R|lr − p− 3 ∈ Fr}.
To maximize Q w.r.t. a, it is sufficient to maximize

f(a) = log(1− a)
∑
r∈R

∑
p∈Fr

wr,p(1− vr) + log(a)
∑
r∈R

∑
p∈Fr

wr,pvr =: s1 log(1− a) + s2 log(a) (14)

Taking the derivative and setting to zero yields

df

da
= − s1

1− a
+
s2
a

= 0 (15)

⇔ a =
s2

s1 + s2
=

∑
r∈R

∑
p∈Fr

wr,pvr∑
r∈R

∑
p∈Fr

wr,p
(16)

Obviously, computations need not be done for each read individually, but all formulas can be factorized w.r.t.
to same read species, i.e. same read length, untemplated addition and annotated frame.
For the cleavage parameters, shifting upstream and downstream distributions simultaneously by 3 positions
results in the same likelihood. We determine the correct P site position (i.e. whether the maximum of the
upstream distribution is at position 0, 3, 6, ...) by inspecting reads mapped to start codons, and use the
position upstream of the start codon with the most read starts as the P site distance (12 for most data sets).
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Supplementary Note 3: Codon inference

Let C be the set of all codons and pr,c the probability, that a ribosome with its P site at codon c ∈ C has
generated read r ∈ R. The parameters to estimate are the codon activities θ = {ac|c ∈ C} with

∑
c∈C ac = |R|.

Each ac is proportional to the number of ribosome protecting the observed footprints with c in their P site.
The incomplete and complete likelihood of the data therefore is

L(R|θ) =
∏
r∈R

∑
c∈C

acpr,c (17)

Lc(R|θ, Z) =
∏
r∈R

azrpr,zr (18)

(19)

Each zr ∈ Z is the unknown codon that has produced read r. The probability pr,c can be computed using the
inferred generative model (a, u1, ..., uM , d1, ..., dM ), when the codon c is at position posr,c ∈ {0, ..., lr − 2} in
read r (otherwise, pr,c = 0):

p′r,c =

{
uposr,cdlr−posr,c−3 iff r has a 5’ mismatch

quposr,c−1dlr−posr,c−3 + (1− q)uposr,cdlr−posr,c−3 otherwise
(20)

pr,c =
p′r,c∑

c′∈r p
′
r,c′

(21)

Here q is the probability of an untemplated addition in a read without mismatch at the 5’ end, which can be
computed from a using Bayes theorem (let A be the event untemplated addition, i.e. P (A) = a and M be the
event not a mismatch at the 5’ end of a read):

q = P (A|M) =
P (M |A)P (A)

P (M |A)P (A) + P (M |Ā)P (Ā)
(22)

=
0.25a

0.25a+ 1(1− a)
(23)

=
a

4− 3a
(24)

Here, we use the simplification, that each observed mismatch corresponds to an untemplated addition, and
that without untemplated addition, there is never a mismatch at the 5’ end of a read. If the probability for
sequencing errors is small enough, the effects of this simplication are negligible.
The complete log likelihood and its expected value for θ given the current estimates θ(k) and observed reads
then is

logLc(R|θ) =
∑
r∈R

log azr + log pr,zr (25)

Q(θ|θ(k), R) =
∑
r∈R

∑
c∈C

wr,c(log ac + logpr,c) (26)

Thus, the E step consists of computing

wr,c = P (zr = c|θ(k)) =
acpr,c∑

c′∈C ac′pr,c′
(27)

To maximize Q w.r.t. A, it is sufficient to maximize∑
c∈C

log ac
∑
r∈R

wr,c =:
∑
c∈C

wc log ac (28)

such that
∑

c∈C ac = |R|. This is done using a Lagrange multiplier λ:
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L(A, λ) =
∑
c∈C

wc log ac + λ(|R| −
∑
c∈C

ac) (29)

∂L

∂ac
=
wc

ac
− λ = 0⇔ ac =

wc

λ
(30)

∂L

∂λ
= |R| −

∑
c∈C

ac = 0⇔ |R| −
∑

c∈C wc

λ
= 0⇔ λ =

∑
c∈C wc

|R|
(31)

Thus, ac = wc∑
c′∈C wc′

|R| =
∑

r∈R wr,c∑
c′∈C

∑
r∈R wr,c′

|R| maximizes Q. Importantly, the matrix P = p(r),(c) is sparse,

allowing for an efficient computation of both the E and M step of the algorithm.

Supplementary Tables

Data set System GEO acc. Reference Protocol Year
HSV-1 Primary human foreskin fibroblasts GSE60040 [Rutkowski et al., 2015] C, RB 2014
HCMV Primary human foreskin fibroblasts GSE41605 [Stern-Ginossar et al., 2012] C 2012
ccRCC Primary kidney tumor cells GSE59821 [Loayza-Puch et al., 2016] C 2014
HeLa HeLa GSE22004 [Guo et al., 2010] L 2010
HEK293 HEK293 GSE73136 [Calviello et al., 2016] L 2015
Yeast 2012 Yeast (SK1) GSE34082 [Brar et al., 2012] C 2012
Yeast 2013 Yeast (GSY82,GSY83) GSE52119 [McManus et al., 2014] C 2013
Yeast 2014 Yeast (S288C) GSE63789 [Pop et al., 2014] C 2014
Yeast 2015 Yeast (BY4741) GSE67387 [Nedialkova and Leidel, 2015] C 2015

Supplementary Table 1: Overview of used data sets. Year is the year of the initial submission of the data set
to the GEO database. (C: circularization, L: second adapter ligation, RB: random barcodes)

Method HSV-1 data set HCMV data set
PRICE 15 28
RibORF 105 122
Rp-Bp 714 753
ORF-RATER 1379 776
SPECtre 2425 3624

Supplementary Table 2: Runtime in minutes of all methods. The runtime was measured using the unix time
command (real time). It represents the actual time spent for running each method (as compared to the user
time representing the summed computing time over all computing cores for running the program). All programs
where parallelized, when possible, and run on a server machine housing two Xeon E5-2650 v4 with 2.2GHz with
in total 24 cores and 48 supported parallel threads. The program SPECtre included the computation of FLOSS
and ORFScore)
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