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1 Supplementary Methods 

1.1 Simulated molecules and particles 

The simulated molecules are representative of atmospheric low-volatile and extremely-low-volatile or-

ganic compounds (LVOC and ELVOC, respectively). The properties of these species, listed in Supple-

mentary Table S 1, are based on ref. 1, and result in apparent growth rates GRapp similar to those observed. 

We simulate both a one-compound LVOC system and a two-compound LVOC–ELVOC system. The 

simulated particle size range includes all discrete particle compositions from single vapor molecules to 

particles of a mobility diameter of dp = 10 nm in case of LVOC, and dp = 4.5 nm in case of LVOC–

ELVOC mixture. The size range is smaller for the two-compound system, as the number of all possible 

individual molecular compositions in a given size range, and consequently the number of coupled differ-

ential equations in the discrete GDE (Eq. (1)), increases drastically for systems of multiple chemical 

compounds. For LVOC–ELVOC, the size range up to 4.5 nm contains already 3730 individual particle 

compositions, and including larger sizes rapidly becomes computationally unaffordable. For LVOC, the 

size range up to 10 nm contains 1350 discrete particle sizes. In order to be able to study wider size ranges, 

we focus on the LVOC system, but report results also for the LVOC–ELVOC mixture to demonstrate 

that the presented analysis tools are valid also for multi-compound systems. The saturation vapor pres-

sure of 10−10 Pa used for ELVOC is somewhat higher than the lowest reported estimates of ca. 10−13–

10−12 Pa1. The higher value was used as (1) it has been proposed that these types of compounds may not 

have as low saturation vapor pressures as often assumed2, and (2) using lower values in the simulations 

results in very high particle concentrations and strong particle self-coagulation, making condensational 

growth less important in the sub-5 nm size range. 

The evaporation rate of compound k from particle of size dp is in most simulations approximated with 

the Kelvin formula 

𝛾𝑘 = 𝛽𝑘
𝑝sat,𝑘

𝑘B𝑇
χ𝑘exp (

4𝜎𝑚𝑘

𝑘B𝑇𝜌p𝑑p
), (S1) 

where βk is the rate constant of the corresponding molecular collision, and psat,k and χk are the pure liquid 

saturation vapor pressure and the particle-phase mole fraction of k, respectively. σ is the particle surface 

tension, kB is the Boltzmann constant, and T is the temperature. In addition, we perform simulations using 

qualitatively and quantitatively different evaporation rates to show that the obtained conclusions are in-

dependent of these rates. 

The default simulation set-up corresponds to a laboratory chamber experiment (Supplementary Table S 

2). The initial concentrations of vapors and particles are set to zero, a constant vapor source is turned on, 

and the simulation is run until the concentrations of particles in the simulated size range have reached a 
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steady state. The walls of the chamber and the dilution of the chamber air act as sinks for the vapors and 

particles (Supplementary Table S 2). 

 

Supplementary Table S 1: Properties of the simulated representative organic vapors and particles. 

Property 

Species 

LVOC ELVOC Particles 

Mass (amu) 300 500 – 

Saturation vapor pressure (Pa) 10−9 10−10 – 

Density (kg m−3) 1400 1400 1400 

Surface tension (N m−1) – – 2.3∙10−2 

 

Supplementary Table S 2: Parameters related to the simulation conditions. 

Parameter Value and/or functional form 

Temperature T 278 K 

Vapor source Q 

(cm−3s−1) and corre-

sponding final vapor 

concentration C 

(cm−3) 

Simulations of 

LVOC 

Q = 8∙103 – 6∙104 cm−3s−1 

C = 8∙106 – 6∙107 cm−3 

Simulations of 

LVOC–ELVOC 

mixture 

Total vapor source rate Q = 8∙103 – 5∙104 cm−3s−1, ELVOC:LVOC ratio 

10:90, test simulations with a 50:50 ratio 

Vapor and particle 

sink rate constant S 

(s−1) 

Sink corresponding 

to the walls of the la-

boratory chamber 

CLOUD 

S (dp) = 10−3 nm s−1 / dp + 9.6∙10−5 s−1, 

where dp is the mobility diameter of a particle or vapor molecule, and the 

size-independent term corresponds to dilution of the chamber air17 

Sink corresponding 

to the surface of 

larger aerosol parti-

cles in the ambient 

atmosphere 

S (dp) = Sref ∙ (dp / dp,ref)−1.6, 

where Sref and dp,ref are a reference sink and size corresponding to LVOC 

vapor15. Sref was set to either 10−3 or 5∙10−4 s−1. 
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1.2 Additional simulation set-ups 

To examine the effect of external conditions on the apparent growth of the particle population, additional 

simulations were performed using a different size dependence and magnitude for the sink rate, as well as 

using no sinks and a time-independent vapor concentration. The alternative sink rate (Supplementary 

Table S 2) corresponds to scavenging by a background population of larger aerosol particles. In addition, 

test simulations were performed using the default chamber set-up but different properties for the vapor 

and particles. The mass, density, surface tension and saturation vapor pressure were set to m = 98.08 amu, 

ρ = 1830 kg m−3, σ = 5∙10−2 N m−1, and psat = 10−9 Pa, respectively, corresponding to quasi-unary, stabi-

lized sulfuric acid3. 

Finally, test simulations were conducted using different particle evaporation rate profiles. While accurate 

assessments of evaporation rates of small clusters remain unavailable, the rates are expected to exhibit 

discrete changes as a function of cluster size and composition instead of a smooth behavior such as given 

by Eq. (S1)4,5. This affects the details of the particle distribution, and thus we performed test simulations 

using different types of non-smooth evaporation profiles. These rate profiles correspond to the qualitative 

behavior and order of magnitude of evaporation rates calculated with different quantum chemical meth-

ods4–8. The rate profiles were obtained as follows: Rates calculated by the Kelvin approach using the 

LVOC properties were taken as a starting point, and random noise was introduced to the rates, with the 

magnitude of the noise decreasing as a function of particle size as 

𝛾mod = 10
[Δ𝑂𝑜𝑀(−1+2𝑅{0…1})exp(1−𝑁0.2)]𝛾Kelvin, (S2) 

In Eq. (S2), γmod and γKelvin are the modified and the Kelvin-formula-based evaporation rate constants, 

respectively, ΔOoM is the maximum change in the order of magnitude of the rate, and R{0…1} is a 

randomly generated number between 0 and 1. The purpose of the exponential factor is to decrease the 

absolute modification as the number of molecules N in the particle increases, making γmod approach the 

macroscopic rate γKelvin. Two sets of modified rates were generated using maximum changes of ΔOoM = 

2 and ΔOoM = 3. These tests do not address the chemical accuracy of the properties assigned to the 

compounds; instead, the aim is to use evaporation rates of a realistic order, and study the effect of the 

shape of the rate profile on the applicability of the presented analysis tools. 

In addition, test simulations were performed for representative sulfuric acid–ammonia (H2SO4–NH3) and 

sulfuric acid–dimethylamine (H2SO4–DMA) systems using available quantum chemical data for the 

smallest clusters (Supplementary Table S 3). The data were taken from ref. 6 for H2SO4–NH3, and from 

ref. 7 for H2SO4–DMA. For evaporation rates of larger particles, we included two different scenarios 

(Supplementary Table S 3): (1) The rates were computed from the standard Kelvin formula (Eq. (S1)) 

with psat set to result in realistic vapor and particle concentrations. (2) The rates were set to include a pre-

factor Γ, corresponding to an activity coefficient for non-ideal solutions, in order to mimic the strong 

acid–base interaction originating from hydrogen bonding and salt formation in the particle phase. 

Examples of the resulting particle distributions for the different simulated systems are shown in Supple-

mentary Figure S 1. All simulation results are in line with the conclusions. Representative results for the 

metric ∂2:∂ are included in Figure 2b, and the different molecular mixtures are discussed in Supplemen-

tary Section 2.1.  
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

Supplementary Figure S 1: Examples of the size-dependent particle concentration at different moments in time for different 

simulation systems. Panel (a): LVOC with the evaporation rates from Eq. (S1) at final vapor concentration of CLVOC = 

2∙107 cm−3.  Panel (b): LVOC with the evaporation rates from Eq (S2) (ΔOoM = 2) at CLVOC = 2∙107 cm−3. Panel (c): LVOC–

ELVOC at CLVOC = 2∙107 cm−3 and CELVOC = 2∙106 cm−3. Panel (d): H2SO4–NH3 at CH2SO4 = 2∙107 cm−3 and CNH3 = 3∙107 cm−3. 
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Supplementary Table S 3: Test simulations including quantum-chemistry-based (QC) evaporation rates for the smallest 

clusters. 

Simulation case with 

QC data 
Details of the simulation rate constants 

H2SO4–NH3 

1 

Evaporation rates γ for clusters consisting of up to 5 H2SO4 and 5 NH3 molecules from QC6,18, 

and for larger particles from Eq. (S1) with psat,H2SO4 = 10−9 Pa, psat,NH3 = 10−8 Pa, ρH2SO4 = 

1830 kg m−3, ρNH3 = 696 kg m−3, and σ = 5∙10−2 N m−1 

2 

Otherwise same as H2SO4–NH3 case 1, but with psat,H2SO4 = 10−8 Pa, psat,NH3 = 10−7 Pa, and γ from 

Eq. (S1) modified to include an activity coefficient Γ = exp [5 ∙ (1 − χk)], where χk is the mole 

fraction of the evaporating compound 

3 

Quasi-unary H2SO4–NH3 system with the molecular properties of H2SO4, and γ for the smallest 

clusters from QC along the main cluster growth pathway18 and for larger particles from Eq. (S1) 

with m = 98.08 amu, psat = 10−9 Pa, ρ = 1830 kg m−3, and σ = 5∙10−2 N m−1 

4 
Otherwise same as H2SO4–NH3 case 3, but with all collision rate constants β enhanced by a factor 

of 2.3 to test possible electrostatic effects due to dipoles19 

H2SO4–dime-

thylamine 

(DMA) 

1 

Evaporation rates γ for clusters consisting of up to 4 H2SO4 and 4 DMA molecules from QC7, and 

for larger particles from Eq. (S1) with psat,H2SO4 = 10−9 Pa, psat,DMA = 10−9  Pa, ρH2SO4 = 1830 kg m−3, 

ρDMA = 680 kg m−3, and σ = 5∙10−2 N m−1 

2 

Otherwise same as H2SO4–DMA case 1, but with psat,H2SO4 = 10−8 Pa, psat,DMA = 10−8 Pa, and γ 

from Eq. (S1) modified to include an activity coefficient Γ = exp [5 ∙ (1 − χk)], where χk is the 

mole fraction of the evaporating compound 

 

1.3 Numerical solution of the discrete GDE 

The discrete GDE (Eq. (1)) was solved by a standard Euler method using an adaptive time step. The step 

size is adjusted as follows: At every integration step, the initial estimate for the step size Δt is determined 

based on the previous integration step and the maximum allowed relative change δCmax = 0.01 in the 

concentration of an individual particle i. The former, referred to as Δtnew, is given by Eq. (S4) below, and 

the latter, referred to as Δtmax, is obtained from the initial concentrations Ci (t0) and their derivatives 

dCi / dt as 

Δ𝑡max = δ𝐶max ×min
𝑖
(

𝐶𝑖(𝑡0)

|
d𝐶𝑖
d𝑡
|
𝑡=𝑡0

|
). (S3) 

The time step Δt is set to be the smaller one of Δtnew and Δtmax, and particle concentrations after Δt are 

evaluated using a single integration step. The time interval Δt is then integrated again using two steps of 

length Δt / 2, re-evaluating the derivatives dCi / dt at the midpoint. The two solutions for each i are 

compared, and if their relative difference ε does not exceed a set tolerance of εmax = 10−5, Δt is accepted. 

Otherwise, Δt is decreased as9 
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Δ𝑡new = 0.8(
𝜀max

max
𝑖
(𝜀)
)

1/2

Δ𝑡, (S4) 

and a new attempt is made until the criterion regarding εmax is satisfied. After successful integration, an 

estimate Δtnew for the next time step is determined according to Eq. (S4), and the procedure continues as 

described above. The criteria εmax and δCmax apply to all particles that have a concentration of at least 

10−12 cm−3. The Eulerian integration was tested against the Fortran ODE solver VODE10 using small 

simulation systems, ensuring that the method is reliable. 

When a collision leads to a particle outside of the simulated size range, the particle is placed in an addi-

tional size bin, which represents all larger particles grown out of the simulation range. Particles in the 

additional bin have the same size corresponding to the size of particles at the boundary of the simulation 

range. These outgrown particles, the purpose of which is to account for the additional coagulational loss 

caused by larger particles, can coagulate with the simulated particles and each other and be lost to the 

sink, but they do not evaporate or grow in size. 

1.4 Evaluation of the methods for determining ∂2:∂ 

Supplementary Figure S 2, Supplementary Figure S 3 and Supplementary Figure S 4 demonstrate the 

evaluation of the proposed metric ∂2:∂, as discussed in Methods. As demonstrated in Supplementary 

Figure S 3, the ratio of the derivatives of the concentration c (i.e. the metric ∂2:∂) indeed exhibits a similar 

size-dependent behavior as that of the terms in Eq. (3). The singular point in the ratio of the terms (green 

solid line) is due to the drift flux (𝛽𝐶1 − 𝛾)𝑐 exhibiting a turning point where its derivative is zero. The 

connection between the derivatives of the concentrations and those of the fluxes can be further elucidated 

by writing out the terms in Eq. (3): 

−
𝜕

𝜕𝑖
[(𝛽𝐶1 − 𝛾)𝑐]⏟          
cont.

+
1

2

𝜕2

𝜕𝑖2
[(𝛽𝐶1 + 𝛾)𝑐] = 𝛽𝐶1 (−

𝜕𝑐

𝜕𝑖⏟
cont.

+
1

2

𝜕2𝑐

𝜕𝑖2
)+ 𝛾(

𝜕𝑐

𝜕𝑖⏟
cont.

+
1

2

𝜕2𝑐

𝜕𝑖2
)+

𝜕(𝛽𝐶1)

𝜕𝑖
( −𝑐⏟
cont.

+
𝜕𝑐

𝜕𝑖
) +

𝜕𝛾

𝜕𝑖
( 𝑐⏟
cont.

+
𝜕𝑐

𝜕𝑖
) +

1

2
𝑐
𝜕2

𝜕𝑖2
(𝛽𝐶1 + 𝛾). 

(S5) 

In Eq. (S5), the terms of the continuous condensation equation (Eq. (4)) are marked with “cont.”, and the 

rest of the terms must be negligible for the continuous assumption to hold. The first terms on the right-

hand side of Eq. (S5) demonstrate that ∂2c/∂i2 needs to be minor compared to ∂c/∂i in order to describe 

vapor condensation and evaporation neglecting stochastic widening, also when other dynamic processes 

affect the size distribution. 
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(a) 

 

(b) 

 

Supplementary Figure S 2: Panel (a): Particle number density c´(dp) of a molecular-resolution distribution for LVOC at CLVOC 

= 2∙107 cm−3, and a 3rd order polynomial fit to the distribution around dp = 2.5 nm. Panel (b): Ratio of the numerical derivatives 

of c(i) (Eqs. (9) and (10); dash-dotted turquoise line), and ∂2:∂ obtained from the fit to c´(dp) and Eq. (11) (solid red line). 

 

 

 

Supplementary Figure S 3: Ratio of the numerical derivatives of c(i) (Eqs. (9) and (10); dash-dotted turquoise line), and ratio 

of the diffusion and drift terms in Eq. (3) (solid green line), determined numerically in the same way as the derivatives of c(i). 
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(a)

 

(b)

 

Supplementary Figure S 4: Panel (a): Particle number density c´(dp) assuming a size resolution of 0.1 nm for LVOC at CLVOC 

= 2∙107 cm−3 (black circles), and a 3rd order polynomial fit to the size-binned distribution around dp = 2.5 nm (solid red line). 

The molecular-resolution distribution (Supplementary Figure S 2a) is shown for reference (black crosses). Panel (b): ∂2:∂ 

from fits to the size-binned distribution for different size resolutions. 

 

(a)

 

(b)

 

Supplementary Figure S 5: Panel (a): GRapp and GRcond for the LVOC–ELVOC mixture at chamber conditions at a total final 

vapor concentration of Cvapor = 2∙107 cm−3, with LVOC:ELVOC ratios of 10:90 (blue) and 50:50 (red). Panel (b): ∂2:∂ and the 

relative difference DGR between GRapp and GRcond. 

 

2 Supplementary Discussion 

2.1 Two-compound mixtures 

The mixture of LVOC and ELVOC compounds was modeled assuming conditions similar to the LVOC 

simulations, but splitting the vapor source in a 90:10 ratio between LVOC and ELVOC according to the 

relative abundances of these types of compounds assessed by laboratory measurements1. A test simula-

tion was performed using a 50:50 split. The behavior of GRapp and GRcond is similar to the LVOC system 
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(Supplementary Figure S 5a), but the absolute values are increased by the lower-volatility compound. As 

for the LVOC simulations, the metric ∂2:∂ is able to predict the size range where GRapp and GRcond con-

verge (Supplementary Figure S 5b; Figure 2b). Also all the H2SO4–base systems simulated applying 

quantum chemical data (Supplementary Table S 3) behave similarly, examples of which are shown in 

Supplementary Figure S 6. 

 

(a) 

 

(b) 

 

Supplementary Figure S 6: ∂2:∂ and the relative difference DGR between GRapp and GRcond for the H2SO4–base systems, sce-

nario 1, at chamber conditions. Panel (a): H2SO4–NH3 system at final vapor concentrations of CH2SO4 = 2∙107 cm−3 and CNH3 = 

3∙107 cm−3. Panel (b): H2SO4–DMA system at final vapor concentrations of CH2SO4 = 107 cm−3 and CDMA = 107 cm−3. 

 

2.2 Comparison of time-dependent TREND results GRTREND to GRcond,vapor 

Figure 1b, Figure 3 and Supplementary Figure S 7 present the comparison of GRTREND determined with 

the TREND method to the pure condensational growth rate GRcond,vapor due to vapor monomers (Eq. (6)) 

for a set of different model cases. Obviously, the stochastic processes, which lead to increased GRapp, are 

quantified differently by TREND: at the beginning of the formation event, GRTREND is high at the small 

sizes similar to GRapp, but the values decrease close to zero at later moments in time (Supplementary 

Figure S 7). This is because TREND gives an average growth rate based on the shift of specific sub-

sections within the size distribution. At the beginning, the initial sizes build up, forming a “moving front”, 

and TREND sees a positive shift towards larger sizes. After the initial build-up of the distribution, there 

exist larger particles that evaporate back towards the smallest sizes, and the forward and backward par-

ticle fluxes together result in a minor shift in TREND. In any case, it is important to note that GRTREND 

is determined under the assumption that particles of a given size and at a given point in time grow at the 

same rate. As a result a particle that is larger than another particle is assumed to remain larger – no matter 

if there is growth or shrinkage. This is generally not the case in the size range governed by stochastic 

growth, and similarly to GRapp, GRTREND cannot be interpreted through condensation at these sizes (see 

also Figure 2a). However, the benefit of TREND is that it excludes the effects of particle sinks and 

coagulation, and gives also the time dependence of the growth rates. 
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(a) 

 

(b) 

 

Supplementary Figure S 7: GRcond,vapor (left panels) and GRTREND (right panels) as a function of particle size and time for 

LVOC at a vapor source rate of Q = 2∙104 cm−3 s−1 (panels (a)) and 4∙104 cm−3 s−1 (panels (b)), which correspond to final vapor 

concentrations of CLVOC = 2∙107 cm−3 and 3∙107 cm−3, respectively. Note that GRcond,vapor is calculated here considering only 

single vapor molecules to be consistent with GRTREND. 

 

Supplementary Figure S 7 shows the size- and time-dependent GRTREND together with GRcond,vapor for 

representative LVOC simulations in which the growth is either driven by vapor and small clusters (panel 

(a)), or particle coagulation has a significant role (panel (b)). To compare the TREND results to those 

obtained using GRapp, Figure 3 presents GRTREND at the particle appearance times for the LVOC and also 

for the LVOC–ELVOC system at different vapor source levels. For high vapor sources which generate 

strong particle formation and coagulation, GRTREND and GRcond,vapor show stronger size- and time-de-

pendence due to varying vapor concentration levels (Supplementary Figure S 7b), caused by the large 

number of formed particles becoming a significant sink for vapor. For these cases, GDE-based methods 

such as TREND are needed to extract the condensational growth rate, as GRapp cannot be interpreted 

solely through condensation even for the larger sizes (Figure 3). 

2.3 Effect of the definition of tapp on GRapp vs. GRcond 

In this work, the appearance time tapp of a given particle size is by default defined according to the 50 % 

criterion, and GRcond is accordingly calculated and compared to GRapp at this moment. This definition is 

however a matter of choice, and different criteria, including a 5 % criterion, have also been used11. Sup-

plementary Figure S 8a shows the size- and time-dependent region where the continuous condensation 
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model is expected to be valid, based on ∂2:∂ decreasing below five percent, together with tapp defined 

according to different criteria. The graph demonstrates that the choice of tapp affects the uncertainties 

related to the apparent growth rates: DGR is larger for GRapp defined according to the 5 % criterion (Sup-

plementary Figure S 8b). At the beginning of the formation event, the size-dependent particle concentra-

tion is steeper as the distribution at larger sizes has not yet built up, and the higher gradient affects the 

diffusion term in Eq. (3). Based on this, it is recommended that tapp is defined such that GRapp is not 

determined until the distribution around the size of interest has taken a less steep shape, for example 

according to the 50 % criterion instead of the 5 % criterion. 

 

(a)

 

(b)

 

Supplementary Figure S 8: Panel (a): Region in the (time, size)-coordinate system where a continuous model is expected to 

be valid (∂2:∂ less than 5 %; grey shade) for the LVOC model system at CLVOC = 2∙107 cm−3. Markers show the appearance 

times tapp of different particle sizes bins, with the appearance time defined as the moment at which the size bin reaches 5 % 

(triangles), 50 % (circles), or 95 % (squares) of its maximum concentration. Panel (b): Relative difference DGR between GRapp 

and GRcond (thin lines), and the metric ∂2:∂ (thick lines) at tapp, with tapp defined as the moment at which the concentration in 

a given size bin reaches 5 % (dashed lines), 50 % (solid lines), or 95 % (solid lines with filled circles) of its maximum value. 

 

2.4 Remarks on the interpretation of the apparent growth rate GRapp 

GRapp determined from the simulation data exhibit a trend similar to previously reported experimental 

observations1,11–13: GRapp is low at a couple of nanometers, and shows a rather steep increase to higher 

values as the particle size increases. This type of behavior is often interpreted as a thermodynamic barrier 

hindering the growth at the smallest sizes. While evaporation definitely has a decreasing effect on particle 

growth rate, the time evolution of the size distribution at the smallest sizes, and consequently the apparent 

growth are not determined solely by deterministic condensation and evaporation processes. In addition 

to stochastics, due to their high mobility the smallest sizes are more strongly affected by sinks and coag-

ulation processes compared to larger particles. Moreover, in the presence of a vapor source, the first 

particle sizes may appear when the vapor concentration is still increasing, further affecting the apparent 

size-dependent growth rate. 

Supplementary Figure S 9 depicts the response of GRapp to changes in (1) the external conditions, namely 

particle sinks and vapor source (panel a), and (2) the thermodynamic properties of the nanoparticles 

(panel b) for LVOC. Results for the LVOC–ELVOC mixture are similar. Supplementary Figure S 9a 

demonstrates that the behavior of GRapp at the very first sizes is largely determined by particle sinks and 
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sources: a test simulation performed using a constant vapor concentration and omitting the external sink 

gives a different behavior for GRapp at the smallest sizes compared to the default laboratory chamber set-

up including a vapor source and a particle sink onto the chamber walls (see also ref. 3). On the other 

hand, a simulation performed at chamber conditions with no Kelvin factor (the exponential factor in Eq. 

(S1)) results in a similar, increasing GRapp at the small sizes as simulations where the Kelvin factor is 

included (Supplementary Figure S 9b). This indicates that the existence of thermodynamic barriers in the 

growth of very small nanoparticles cannot be directly resolved based on the size dependence of the ap-

parent growth rate. 

 

(a) 

 

(b) 

 

Supplementary Figure S 9: Panel (a): GRapp for a simulation of LVOC at a constant vapor concentration of Cvapor = 2∙107 cm−3 

and no particle sinks, including the Kelvin factor in the evaporation rates. (The data points corresponding to the smallest size 

bins are ca. 30 nm h−1 or higher, and thus not shown for figure clarity.) Panel (b): GRapp for a simulation of LVOC with no 

Kelvin factor at laboratory chamber conditions with a vapor source of Q = 2∙104 cm−3 s−1 and a vapor and particle sink due to 

the chamber walls. Light circles show GRapp at chamber conditions with a vapor source of Q = 2∙104 cm−3 s−1, corresponding 

to a final vapor concentration of Cvapor = 2∙107 cm−3, including the Kelvin factor (Figure 1). 

 

In general, vapor and particle sinks affect the apparent growth in different ways. First, sinks may affect 

∂2:∂ and DGR by increasing the gradient of the particle size distribution function (Figure 2b). Second, 

sinks decrease particle life time, which shortens the time scale of steady-state equilibration and may lead 

to faster particle appearance and thus higher apparent growth14. Third, sinks affect the condensation and 

evaporation fluxes: scavenging decreases the concentrations of vapors and small clusters, decreasing the 

growth rate of a given particle. On the other hand, scavenging may also have an increasing effect on 

GRapp due to reduced concentrations of particles larger than the given size, as this reduction decreases 

the backward evaporation fluxes to the given particle3. 

2.5 Nanoparticle growth rates in atmospheric aerosol formation modeling 

In regional and global climate and air quality models, the initial steps of aerosol particle formation from 

atmospheric vapors are commonly approximated by (1) determining the initial formation rate J (dp,1) of 

nanoparticles of ca. dp,1 = 1–1.5 nm based on nucleation theories, and (2) scaling the initial formation 

rate to a larger size, most often ca. dp,2 = 3 nm, based on the estimated growth rate GR and particle 

scavenging sink S at sizes between dp,1 and dp,2 using the continuous GDE as15,16 
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𝐽(𝑑p,2) = 𝐽(𝑑p,1)exp (−∫
𝑆

GR

𝑑p,2

𝑑p,1
d𝑑p). (S6) 

The growth rate GR is typically assumed to be size-independent, and the loss rate S is approximated to 

decrease with increasing particle size as S (dp) = Sref ∙ (dp / dp,ref)
−m, where Sref is the loss rate at reference 

size dp,ref, and m is a parameter normally set to −1.6 (Supplementary Table S 2). The reference size is 

often sulfuric acid vapor dp,ref = 0.71 nm15. With these assumptions, Eq. (S6) becomes 

𝐽(𝑑p,2) = 𝐽(𝑑p,1)exp [−
𝑆ref

GR

1

(𝑚+1)𝑑p,ref
𝑚 (𝑑p,2

𝑚+1 − 𝑑p,1
𝑚+1)]. (S7) 

While the continuous condensation approach is a source of uncertainty in Eqs. (S6) and (S7), the calcu-

lated J may be more severely distorted by the assumed growth rate GR. An overestimation of GR results 

in an overestimation of the formation rate J (dp,2), with the quantitative error depending on the sink Sref 

as well as the other parameters in the exponent of Eq. (S7). Assuming GR = 1 nm h−1, using a typical 

boundary layer sink of Sref = 10−3 s−1, and scaling J from 1 to 3 nm, an overprediction of a factor of 2 or 

5 in GR leads to an increase of a factor of 2.3 or 3.8 in J , respectively. For 5∙10−3 s−1, the corresponding 

values are 66 and 810. Generally, assuming GR between 1 and 5 nm h−1 and Sref between 10−4 and 10−2 

s−1 leads to an increase in J of a factor ranging from slightly more than one to over a hundred. Conditions 

where this error becomes particularly significant include relatively unpolluted environments with slow 

or average nanoparticle growth but non-negligible scavenging sink, as demonstrated by Supplementary 

Figure S 10. 

 

 

Supplementary Figure S 10: Factor by which the particle formation rate scaled from dp,1 = 1 nm to dp,2 = 3 nm by Eq. (S7) 

increases when the growth rate GR is overestimated by a factor of two for different values of GR and Sref. 
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